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Predictive analytics plays a key role in intelligent decision-making in economics, busi-
ness, and science. Its accuracy depends on the quality of the data used to build models.
However, the data collection process can face issues that impact the outcome.
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With the growth of digitalization and increasing data volumes, challenges
arise related to the organization, storage, and processing of information, especially
in integrated structures where data comes from multiple sources. Incorrect data
collection, processing, or loss can lead to analytical errors that hinder operations.

The accuracy of predictions relies on the quality of the source data. Errors du-
ring the data collection phase can result in incorrect conclusions, losses, and strate-
gic miscalculations. For example, errors in data regarding consumer preferences
can lead to ineffective marketing strategies and inaccurate future forecasts.

As a result, ensuring the proper collection of data has become a critical issue for
both scientific research and business practices. Modern data management methods,
such as Data Governance, Data Quality Management, and the automation of data col-
lection processes, are becoming increasingly important in the corporate environment.

Data collection methods: traditional data collection vs. automated, Web
scraping, API and IoT-based data collection, integration of Al-based automation
into data pipelines.

Data collection, analysis, and forecasting are crucial aspects of research in eco-
nomics and business, especially in the context of improving the accuracy of fore-
casting models. In recent decades, scholars have focused on improving data quality,
applying mathematical modeling, and using new information technologies to opti-
mize analytical processes.

Modern data management techniques, such as Data Governance, Data Quali-
ty Management, and automated data collection processes, aim to minimize errors
and enhance the reliability of analytical systems. However, despite significant
progress, many issues remain unresolved, as evidenced by numerous studies from
both international and domestic researchers.

For instance, in Data Quality: The Field Guide, T. Redman (2001) demonstra-
ted that even minor errors in raw data could significantly distort analytical insights
and forecasts. He emphasizes the necessity of stringent quality control at the earliest
stages of data processing. These ideas were further developed by E Provost and
T. Fawcett (2013), who highlight how modern analytical approaches can be adapted
for handling large datasets. They argue that integrating various data processing
methods can mitigate individual weaknesses, and their research shows that syste-
matically applying comprehensive data verification techniques significantly impro-
ves forecast accuracy, even when initial data contains minor errors.

Another critical issue is the influence of algorithms and data bias on predictive
outcomes. C. O'Neil (2016) thoroughly examines how algorithmic bias can distort
results and lead to flawed managerial decisions. Her work underscores the neces-
sity of not only improving technical algorithms but also considering ethical aspects
of data collection and processing. In this context, DJ Patil’s research (Patil, 2014)
demonstrates that analytics quality depends not only on methodologies but also on
team efficiency. D] Patil highlights the importance of interdisciplinary collabora-
tion, which helps identify and correct data errors in a timely manner.

Furthermore, reliable infrastructures for data storage and processing play a
key role in ensuring analytics quality. R. Kimball and M. Ross (2013) explore the
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construction of data warehouses and the organization of ETL (extract, transform,
load) processes. His research shows that data structuring, format standardization,
and process automation are fundamental to building accurate predictive models.
Such an approach enables data integration from various sources and ensures its
proper utilization in analytical systems.

The contributions of domestic researchers to the theoretical and practical as-
pects of data collection and analysis are substantial. V. Ventsel (2020) emphasizes
the critical role of accurate data collection within integrated information systems,
highlighting that analyzing large datasets requires both precision and adherence to
established standards. He argues that errors at the initial stage of data collection
can lead to significant inaccuracies in forecasting models, underscoring the neces-
sity of specialized tools for data filtering and cleaning before processing. Ventsel's
research further underscores the importance of organizing data collection within
a unified system to minimize distortions and enhance forecast accuracy.

O. Shchedrina (2020) expands on this approach by addressing the challenges
of integrating data from multiple sources through systems analysis. She highlights
that insufficient data integration can result in inconsistencies, ultimately affecting
the effectiveness of forecasting models. To mitigate information loss during data
transfer across different levels and departments, O. Shchedrina advocates for the
development of new methods to ensure data consistency and integrity.

S. Kravchenko et al. (2020) focuses on the technical aspects of data processing
and classification algorithms in integrated environments. He emphasizes that se-
lecting appropriate data processing algorithms — tailored to the structure and
quality of the data — is essential for constructing accurate predictive models. His
research suggests that leveraging machine learning techniques and automated
data cleaning algorithms can significantly improve forecast accuracy while mini-
mizing errors during the data collection phase.

Yu. Temchishina and I. Kravchenko (2014) complement these findings by
examining the impact of data collection errors on business forecasting. They argue
that inaccuracies in data can lead to flawed economic forecasts, which, in turn,
negatively influence decision-making. Their work highlights the growing impor-
tance of data quality in the context of globalization and rapid environmental
changes, where forecasting errors can result in considerable financial losses.

Collectively, these studies reinforce the crucial role of high-quality data collec-
tion and processing in ensuring the accuracy of predictive analytics. Challenges
related to integration, data consistency, and preprocessing significantly influence
forecasting outcomes and decision-making effectiveness. Therefore, the adoption
of advanced data cleaning techniques, modern analytical algorithms, and robust
integration frameworks is essential for improving the reliability of analytics within
integrated systems.

Despite progress in the field, unresolved challenges remain, requiring further
investigation. Data collection automation remains one of the most complex tasks in
modern analytics, as companies must develop universal methods capable of accom-
modating diverse sources and dynamic business processes while minimizing errors at
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the initial stages of data processing. Additionally, ensuring high data quality necessi-
tates the implementation of detailed validation protocols that minimize errors and
eliminate duplicate records — prerequisites for building accurate predictive models.

Special attention should be given to data privacy and security, as increasing
regulatory requirements demand a balanced approach between robust informa-
tion protection and accessibility for analytical tasks. Moreover, ethical conside-
rations, including mitigating algorithmic bias and minimizing the risk of discri-
mination, call for the establishment of appropriate standards. Furthermore, inte-
grating structured and unstructured data remains a significant challenge, requi-
ring new methods that leverage artificial intelligence and machine learning tools.

Based on a literature review, methodological approaches and practical recom-
mendations have been formulated to improve data collection, cleaning, and mana-
gement processes. Their implementation enhances analytics quality and forecast
accuracy, ultimately enabling more informed managerial decision-making in a
rapidly evolving economic landscape.

This study aims to provide a comprehensive analysis of the challenges asso-
ciated with data collection and processing in companies, assessing their impact on
analytical efficiency and predictive accuracy. The research explores aspects such as
data inaccuracy, inconsistency, obsolescence, lack of standardization, and integra-
tion difficulties, analyzing their effects on analytical insights and managerial deci-
sion-making.

To achieve this objective, the study employs a systemic analysis approach to
examine data collection, integration, and processing in complex information struc-
tures. A comparative analysis of predictive analytics approaches based on statistical
methods, machine learning, and modeling is conducted. Additionally, mathematical
modeling and factor analysis methods are used to assess the impact of data quality
on forecast accuracy. The empirical section of the study is based on secondary data
analysis, drawing from reports by leading analytical agencies and relevant scientific
publications.

The data collection process in companies is complex and multifaceted, requi-
ring adherence to numerous conditions to ensure high accuracy and reliability of
information. The problem lies in the fact that companies often face:

« poor data quality (missing, duplicate, erroneous data);

« heterogeneity of information sources, making data integration more difficult;

o lack of standards and uniform data formats;

« access restrictions due to regulatory norms and privacy policies.

All these factors significantly hinder data analytics processing and reduce
forecasting accuracy. Errors in data lead to incorrect management decisions,
which can negatively affect the company’s strategy and its competitiveness. There-
fore, effective methods for data collection, cleaning, and management need to be
developed to improve analytics quality and forecasting model accuracy.

The purpose of this article is to analyze the problems that arise in data collec-
tion and processing in companies and assess their impact on the effectiveness of
analytical processes and the accuracy of forecasts.
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The study conducts a comprehensive analysis of key issues related to data collec-
tion, such as inaccuracy, incorrectness, data obsolescence, lack of standardization,
and integration challenges. It explores how these issues can influence the quality of
analytical forecasts and decision-making processes’ efficiency. In addition, the study
includes an assessment of the impact of data quality on analytical and forecasting
processes, focusing on changes in the volume of analytical information and the ac-
curacy of forecasts across various fields. An important task of the research is also to
develop recommendations for improving data collection and processing processes,
which will allow for the identification of methodological approaches to data stan-
dardization and integration, as well as provide practical measures to enhance analy-
tics quality and forecasting accuracy in companies.

This article analyzes the problems that arise during data collection in inte-
grated structures and assesses their impact on the accuracy of forecasting analy-
tics. The central focus is on how the organization of data within complex informa-
tion systems of companies contributes to the emergence of errors, inaccuracies,
and integration difficulties, which ultimately affect the quality of analytical conclu-
sions and forecasting accuracy.

Forecasting analytics in modern business involves creating predictions of fu-
ture events based on historical data analysis using statistical methods, mathemati-
cal modeling, and machine learning algorithms. The use of big data and complex
IT systems within integrated structures not only allows for the collection and pro-
cessing of information from various sources but also helps uncover hidden depen-
dencies that affect the effectiveness of managerial decisions. However, it is in the
integration of heterogeneous data where specific problems arise that need to be
addressed to improve forecasting accuracy.

Historically, forecasting analytics began to take shape in the 1940s when
A. Turing and his team (1950) applied mathematical methods to decode the Ger-
man Enigma cipher machine. Over time, with the development of I'T technologies,
predictive analysis methods became widely applied in business environments,
where data became the foundation for strategic planning. Today, companies aiming
for sustainable development actively implement forecasting analytics systems that
allow them to plan resource use and develop growth strategies.

An essential aspect of the study of data collection problems in integrated struc-
tures is the analysis of the impact of data quality on forecasting accuracy. Issues such
as lack of standardization, inaccuracies, incorrect records, and difficulties in inte-
grating heterogeneous information negatively affect the results of analytical pro-
cesses. The forecasting analytics market in 2023 was valued at $14.71 billion, and it
is projected to grow to $95 billion by 2032 (Fig. 1). These figures highlight the in-
creasing importance of quality data in forming reliable forecasts and making in-
formed managerial decisions.

! Integration of Predictive Analytics with Traditional Business Intelligence (BI) Plat-
forms to Aid Market Growth. Fortune Business Insights. 2023. URL: https://www.for-
tunebusinessinsights.com/predictive-analytics-market-105179 (accessed: 25.02.2025).
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Fig. 1. Growth of the Forecasting Analytics Market from 2019 to 2032 Worldwide, billion $
Source: compiled by the authors based on: Fortune Business Insights. 2023. URL: https://
www.fortunebusinessinsights.com/predictive-analytics-market-105179
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Thus, it can be emphasized that the development of effective data collection
and processing methods in integrated structures is essential to improve the accu-
racy of forecasting analytics. This, in turn, will enhance decision-making processes
in the dynamically changing business environment and ensure the competitive-
ness of companies.

One of the key aspects of forecasting analytics is the selection of data processing
methodology. Among the popular methods, the following can be highlighted (Fig. 2):

« Regression: this method allows assessing the relationship between variables
and determining how a change in one variable (e.g., price) affects another (e.g., sales
volume). Regression is used when processing large datasets and is a fundamental
tool for quantitative analysis;

« Decision Trees: this method involves classifying data based on specified vari-
ables, which helps predict decisions made by individuals or the development of a
particular process. The model is named for its resemblance to a tree structure,
where branches represent possible choices, and leaves represent final outcomes;

« Neural Networks: based on machine learning principles, neural networks
are used to model complex interactions between data when specific analytical for-
mulas cannot be applied. These models are effective at handling tasks that require
analyzing large numbers of factors and their interconnections.

The integration of data collected using the aforementioned methods into ana-
lytical systems significantly enhances the accuracy of forecasts and the quality of
managerial decisions, especially in complex integrative structures. In the context of
data integration within complex informational frameworks, predictive analytics
represents a powerful tool for ensuring the objectivity of managerial decisions. The
use of forecasting methods allows for quantitatively substantiated assessments rat-
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Fig. 2. Data Processing Methods
Source: compiled by the authors based on widely known data processing methodologies
in predictive analytics.

her than relying solely on the subjective experience of managers, which helps re-
duce operational risks and optimize resource usage. For example, real-time pricing
based on data allows for price adjustments according to changes in demand and
market conditions, minimizing costs associated with inefficient decisions.

This area of analytics provides companies with the ability to quickly adapt to
changes in the external environment. The more information available about future
trends and events, the more flexible and competitive organizations become. Thanks
to forecasting, companies can prepare strategic plans in advance, adjust product
assortments, optimize supply chains, and thus gain an advantage over competitors.

Particular attention is paid to the impact of predictive analytics on financial
business indicators. Forecasting demand changes, delivery times, and even potential
equipment failures allows companies to adjust their operational processes in a time-
ly manner. This not only improves operational efficiency but also increases profits
through cost optimization and enhancing Customer Lifetime Value. Accurate fore-
casting models integrated into information systems support maintaining long-term
customer relationships through timely and relevant marketing communications.

Predictive analytics is applied in a variety of business sectors, including retail,
manufacturing, finance, logistics, healthcare, and telecommunications (Table 1).
The Table 1 was compiled based on a synthesis of existing research and practical
examples from various industries where predictive analytics is actively used. In-
formation on the application of forecasting models in sectors such as retail, fi-
nance, marketing, manufacturing, healthcare, human resources, logistics, and
cybersecurity was drawn from scientific publications and reports by leading ana-
lytical firms like McKinsey & Company, Deloitte, PWC, as well as industry re-
search presented in open sources.

The data for the table was gathered through a literature review on predictive
analytics, focusing on current trends and real-world examples of business imple-
mentation. It should be noted that the table reflects only the primary areas of pre-
dictive analytics application in these sectors and can be expanded or modified
depending on the specific goals of the research and the available data.

Comprehensive data analysis allows for supply chain optimization, inventory
management, improvement of pricing processes, and planning of marketing cam-
paigns. The implementation of forecasting models contributes to increasing ope-
rational efficiency and sustainable business development, which is especially im-
portant in a rapidly changing business environment.
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The basis of predictive analytics is the processing of large volumes of data col-
lected from various sources in integrated information systems. The forecasting
process can be divided into several key stages.

1. Defining Goals: at this stage, a specific business task is formulated, for which
a predictive model needs to be built. An example might be the task of “determining
the demand for product N in the next year”

2. Choosing Forecasting Methods: after the task is set, it is necessary to deter-
mine which analytical methods (regression, decision trees, neural networks, etc.)
will most effectively address the goal, as well as which data sources and types of
information will be used.

Table 1. Application of Predictive analytics in Various Sectors

Sector How it is Applied

Sales Demand and supply are assessed to accurately form product
inventories. Competitive pricing is set, and options for cross-
selling are developed based on customer preferences (using user
data). In retail, demand changes are predicted based on seaso-
nality and even climatic factors

Finance In banking, risk forecasts are crucial for issuing loans. Machine
learning algorithms analyze the likelihood that a customer will
be able to repay the loan. Predictive analytics also helps combat
fraud in the financial sector

Marketing Creating offers that precisely meet customer needs. Data is used
to create targeted advertising campaigns, i.e., personalization
through various communication channels. This improves ser-
vice quality by ensuring that unnecessary content and promo-
tions are not presented to customers

Manufacturing Predicting wear and tear and equipment failures to perform timely
repairs. Also, forecasting production volumes and identifying
factors that may affect the product being produced. Additionally,
forecasting is crucial for workplace safety and preventing accidents

Healthcare Using patient history and observations, potential disease
progression scenarios are developed, and preventive measures
are taken. Predictive analytics is also used in clinic operations:
based on data, the required quantity of medications is ordered,
and optimal scheduling is created

Human resources | With predictive analytics, employee alignment with company
values is “forecasted”, and the likelihood of employee turnover
and its causes are calculated. Based on qualification data, lists
of necessary skills for effective work are formed

Logistics Forecasting is important for maintaining adequate inventory
levels in warehouses and assessing situations to ensure timely
deliveries

Cybersecurity Potential ways of information theft are identified, allowing

companies to minimize these risks or fully protect data storage.
Cyberattacks are a major issue for companies, making fore-
casting in this area very important

Source: authors’ design.
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3. Data Collection: at this stage, data from various sources is integrated into a
unified system (e.g., a data management platform or CDP). Depending on the field
of analysis and the specific goals of the project, the necessary amount of information
is selected, such as user behavior data, conversions, marketing activities, and others.

4. Data Processing and Cleaning: this is a crucial stage where unreliable, in-
complete, or contradictory data is filtered out. Proper data cleaning is a key condi-
tion for building an accurate predictive model.

5. Model Construction and Validation: using the selected methods and
cleaned data, a model is created, which then undergoes testing and adjustments. At
this stage, the optimal set of parameters that allows the model to provide reliable
forecasts is determined.

6. Interpretation of Results and Implementation: the final stage involves
analyzing the obtained forecasts and integrating them into the decision-making
process. The forecasting results serve as the basis for strategic planning, optimizing
business processes, and adapting to changes in the external environment.

Thus, a comprehensive approach to data collection, processing, and analysis
in integrated structures allows for significantly improving the accuracy of predic-
tive analytics, but it also involves several risks related to the quality of the initial
data and possible unexpected changes in the external environment.

Predictive analytics in integral structures provides significant advantages, but
its implementation is associated with several risks that need to be considered.

First, even the most modern algorithms can make errors, and relying complete-
ly on predictions can lead to incorrect management decisions. Second, the effective-
ness of analytical models directly depends on the completeness and accuracy of the
input data. A lack of information or low-quality data can significantly reduce the
accuracy of predictions, which will affect business management. Third, in rapidly
changing external environments, there is always the risk of a “black swan” event —
an unexpected occurrence that was not accounted for in the model and can render
predictions invalid. For example, the COVID-19 pandemic radically altered busi-
ness processes in many industries, despite all predictions. Thus, while predictive
analytics simplifies decision-making, it cannot fully replace expert judgment and
should be viewed as one tool among many to support management decisions.

An example of the negative consequences of poor data quality is the Gartner
(2023) study?, which found that 79% of strategic managers consider Al and analy-
tics critical for success, yet only 16% of companies have fully implemented a data-
driven approach. The primary reason cited for this is poor data quality, leading to
inaccurate forecasts and diminished decision-making effectiveness.

Predictive analytics enables resource planning, risk minimization, and increa-
sed competitiveness. However, the success of predictive models directly depends on
the quality of input data. Problems related to low-quality data, fragmented sources,

2 Data-Driven Culture: Why Only 16% of Companies Fully Implement Analytics. Gart-
ner. 2023. URL: https://www.gartner.com/en/newsroom/press-releases/2023-07-05-
gartner-survey-finds-79-percent-of-corporate-strategists-see-ai-and-analytics-as-
critical-to-their-success-over-the-next-two-years (accessed: 25.02.2025).
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Table 2. The Impact of Predictive Analytics on Company Performance, %

Metric Companies Companies without

with Predictive Analytics Predictive Analytics
Revenue Growth +20 -2
Forecast Accuracy 85 50
Operational Efficiency +30 -5

Source: compiled by the authors based on: McKinsey & Company. URL: https://www.
mckinsey.com

and insufficient automation of data cleaning significantly reduce the accuracy of
predictions and influence strategic decisions.

Main problems with data collection and processing in integral structures.

« Low data quality: duplicated or incorrect records in CRM systems, outda-
ted information significantly reduce the accuracy of analytical models.

« Fragmented data sources: data from different systems often do not inte-
grate into a single platform, making comprehensive analysis difficult and leading
to the loss of important relationships.

« Insufficient data volume: to build reliable predictive models, a large amount
of information is required. Limited data, for example, when analyzing short-term
samples, may affect the objectivity of predictions.

« Lack of automated data cleaning processes: without an established proce-
dure for filtering and cleaning data, unreliable information is used, which nega-
tively affects analytics accuracy.

« Human factor: data entry errors (e.g., incorrect contact information or missing
key fields) reduce the quality of input data and affect the reliability of predictions.

The analysis of the data collection process in integrated structures highlights
the critical role of data quality on the accuracy of predictions. Issues such as lack of
standardization, inaccuracies, incorrect records, and the complexity of integrating
heterogeneous data adversely affect the results of analytical processes. For instance,
according to the McKinsey report’, companies that actively utilize predictive ana-
lytics and monitor data quality manage their operational processes 20% more ef-
fectively than their competitors.

Poor-quality data in integral structures lead to several negative consequences:

« reduced prediction accuracy;

« errors in initial information can lead to incorrect demand forecasting, causing
issues with inventory management and production planning;

« wrong strategic decisions. Management relying on unreliable analytical re-
ports risks making ineffective investment decisions, reducing the company’s com-
petitiveness;

3 The Impact of Predictive Analytics on Business Performance. McKinsey & Company.
2023. URL: https://www.mckinsey.com/capabilities/quantumblack/our-insights/the-
state-of-ai-in-2023-generative-ais-breakout-year (accessed: 25.02.2025).
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Table 3. Key Data Quality Issues and their Impact on Forecast Accuracy, %

Impact Impact
Problem on Forecast Problem on Forecast
Accuracy Accuracy
Data Duplication ~15 Errors in Source Data -25
Lack of Standardiza- Heterogeneous Data
tion -20 Sources -18

Source: compiled by the authors based on: Gartner. 2023. URL: https://www.gartner.com/
smarterwithgartner/how-to-improve-your-data-quality (accessed: 25.02.2025).

« financial losses. Investment in analytical systems without proper control over
data quality leads to inefficient resource utilization;

« deterioration of customer experience. Inaccurate data can result in ineffec-
tive marketing strategies, reducing customer loyalty and conversion rates.

To improve the accuracy of predictive analytics, data processes need to be opti-
mized. Key measures include:

« automation of data collection and processing. The use of ETL (Extract,
Transform, Load) tools allows integrating and standardizing data from heteroge-
neous sources;

« implementation of data quality management (DQM) systems. These sys-
tems help detect and correct errors, remove duplicates, and maintain data integrity;

o staff training. Employees responsible for data collection and processing
need to understand the importance of correct data entry and quality control;

« regular data monitoring and updating. Automated algorithms help main-
tain data relevance and accuracy.

The effectiveness of predictive analytics in integral structures directly depends
on the quality of input data. Problems related to low quality, fragmentation, insuffi-
cient volume, lack of automated cleaning, and human error significantly reduce the
accuracy of predictions and influence management decisions. Therefore, to success-
tully apply predictive models, companies must implement comprehensive measures
to optimize data collection and processing, minimizing risks, improving analytics
accuracy, and ensuring sustainable business growth (Zamlynskyi et al., 2024).

To ensure the accuracy of predictive models and minimize risks, it is necessary
to improve the quality of input data, but also consider all aspects of transitioning to
a data-driven approach in a company. Implementing such practices requires ad-
dressing a number of issues related to data management, which may be fragmented,
outdated, or incomplete. One of the key steps is developing the infrastructure for
systematic data processing and cleaning. Problems with data quality can signifi-
cantly reduce analytical results and affect business strategy, emphasizing the impor-
tance of a comprehensive approach to these processes.

Modern companies are striving to implement a data-driven approach to im-
prove product management and business processes. Big data analytics has become
akey tool in strategic planning. However, transitioning to data-driven management
is accompanied by several problems, the main ones being data quality and consis-
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tency. According to Fortune Business Insights, the global big data analytics market
will grow from $348.21 billion in 2024 to $924.39 billion by 2032, with a CAGR of
13%*. According to Gartner’s 2023 study, 79% of strategic managers consider Al
and analytics critically important for future success’. However, only 16% of compa-
nies have fully integrated a data-driven approach into all business processes, due to
data quality and source heterogeneity issues®.

For a successful transition to data-driven management, it is necessary to un-
derstand the typology of business data: operational data, supply chain and partner
data, customer data, financial data, personnel data, legal data, and performance
metrics. In the absence of standardization and unified data collection protocols,
these data may be stored in fragmented formats and subject to entry errors.

The transition of companies to data analytics is hindered by the following
problems:

« lack of standardized data storage, heterogeneous formats, and system incom-
patibility;

« errors and gaps in data, such as duplication and outdated information;

« insufficient data quality control, lack of cleaning and validation processes;

« difficulty in integrating data from different sources, for example, difficulty
merging information from CRM, ERP, and BI systems;

« limited data access due to legal restrictions and privacy issues.

According to VentureBeat 2019, only 13% of analytics projects reach produc-
tion deployment, due to insufficient attention to data structure in the early stages”.

To successfully transition to a data-driven approach, it is necessary to:

« automate data collection and processing by implementing ETL tools and
standardizing formats;

« implement data quality management systems (DQM) that help detect and
correct errors;

« train employees, increasing awareness of the importance of correct data entry;

« develop integration strategies using unified API standards and protocols to
ensure data compatibility.

A flowchart for solving problems in the transition to a data-driven approach
is shown in Fig. 3.

* Big Data Analytics Market Size to Surpass USD 924.39 billion by 2032. Fortune Busi-
ness Insights. URL: https://www.fortunebusinessinsights.com/big-data-analytics-market-
106179 (accessed: 25.02.2025).

> Gartner Dissects How AI and Analytics May Change Business Decision Making. CX
Today. 2023. Jul 05. URL: https://www.cxtoday.com/customer-data-platform/gartner-
dissects-how-ai-and-analytics-may-change-business-decision-making/#:~:text=A%20
Gartner%20survey%20has%20found,and%20execution%20could%20be%20automated
(accessed: 25.02.2025).

¢ Gartner Survey Reveals Less Than Half of Data and Analytics Teams Effectively Provide
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to create predictive models data from different systems
Y and make decisions ) L into a single platform )

Fig. 3. Flowchart for Transitioning to a Data-Driven Approach
Sourse: compiled by the authors.

The analysis of data collection issues in integrated structures reveals that the
success of a data-driven approach largely depends on the quality of the underlying
information. The lack of a unified format, errors in manual data entry, and the frag-
mentation of data sources negatively impact the accuracy of predictive analytics.
Therefore, companies must invest in standardization, integration, and data quality
control today. This will not only improve the efficiency of management decisions
but also significantly enhance the results of predictive analytics, which is a key fac-
tor for successful development in a rapidly changing market.

This study highlights the growing challenges of data collection in integrated
structures, which can significantly impact the accuracy of predictive analytics in busi-
ness process development. Empirical studies examining these issues focus on the ap-
plication of marketing analytics in digital environments, including real-time price
adjustments based on current demand and inventory levels, immediate fraud detec-
tion in transactions, market trend forecasting, and the promotion of innovation.
These insights underscore the critical role of high-quality data management in opti-
mizing decision-making processes and enhancing business adaptability, the need to
“preparing a series of analytical reports in a management dashboard by analysing and
mining all of the related project data” (Golestanizadeh et al., 2025). AT’s potential to
revolutionize marketing is discussed through analytical, technological, and strategic
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capabilities. Despite Al's transformative potential, its full impact across marketing
roles remains untapped. V. Kumar et al. (2024) emphasize the importance of rele-
vance, reliability, and relevance of data to ensure effective marketing activities. Insuf-
ficient data quality can lead to inaccurate forecasts and ineffective business decisions.

The next example is the development of accounting theory and methodology
in the strategic management system. After all, the problems of collecting and pro-
cessing statistical, accounting, and reporting data (determining research methods,
the structure of data collection tools, and planning data collection) affect the ac-
curacy of strategic forecasts and management decision-making. Incorrect organi-
zation of these stages can lead to inaccurate data, which will affect the quality of
predictive analytics and the efficiency of business processes.

Our discussion centers on the emphasize the importance of high-quality data
collection and processing in integrated structures to ensure the accuracy of predic-
tive analytics and effective management of business processes.

Using data-driven analytics to assess the effectiveness of accounting for settle-
ments with suppliers and contractors allows you to choose optimal solutions based
on calculating their reputation for the entire period of activity and compliance with
quality standards. This helps reduce resource costs and increase productivity. Busi-
ness analytics allows you to diagnose and control costs, which will gradually lead to
the modernization of accounting and reporting, changes in key financial indicators,
analysis of personnel performance, providing continuous access to primary and
consolidated accounting information.

The implementation of business analytics systems requires investment in digi-
tal infrastructure, analytical software and personnel training. A cost analysis should
be conducted to assess the feasibility of using this technology and determine to
what extent the use of business analytics can reduce operating costs and increase
productivity. However, business analytics should not be considered a universal so-
lution. The lack of data integrity, fragmentation of information systems make it
difficult to create a comprehensive picture of the economic activity of the enterprise.
Therefore, it is necessary to develop integrated databases and combine them with
modern business analytics tools.

It is also important to implement a system of in-service training, which will
increase labor efficiency and optimize the use of resources. Government agencies
should provide funding for the creation of the necessary project management in-
frastructure, including quality control and information storage systems.

Among the main risks, it is worth highlighting the impossibility of predicting
events caused by unpredictable factors. Recently, new approaches to predictive ana-
lytics have been developed to increase its adaptability. It is worth noting that these
methods work better in developed countries with long-term strategies, but they
should be adapted to modern challenges and global economic risks.

The development of integrated accounting and reporting systems contributes
to the diagnosis of activities, assessment of the effectiveness of decisions and iden-
tification of risks. Transparency and speed of information processing increase the
efficiency of management decision-making, which is a key factor in the develop-
ment of modern business.
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CONCLUSIONS

The results of this study confirm that the successful application of forecasting ana-
lytics in modern business structures is directly dependent on data quality and the
effective integration of various information sources. Issues related to data heteroge-
neity, low quality, lack of standardization, and integration difficulties significantly
reduce forecast accuracy and hinder the process of making informed management
decisions. Based on these findings, the paper emphasizes the need for the standar-
dization of data collection and processing, the implementation of automated data
processing systems using ETL tools, the development and implementation of data
quality management systems (DQM), as well as improving the qualifications of
employees responsible for data handling.

The scientific novelty of the study lies in its identification of key factors that
affect the accuracy of forecasting analytics in integrated information systems. Un-
like previous research, this study not only focuses on data quality issues but also
offers specific recommendations for improving these factors. In particular, new ap-
proaches to data standardization and the use of modern technologies for automa-
ting data processing and improving information quality are proposed, significantly
enhancing the analytical outcomes. Additionally, the research underscores the need
for a structured approach to data governance, which includes policies and proce-
dures that regulate data management practices within organizations, ensuring con-
sistency and reliability of analytical insights.

Furthermore, the study highlights the practical significance of continuous data
quality monitoring, the implementation of data cleaning and validation processes
to improve the accuracy of forecasting models, and reduce the risks of making in-
correct management decisions. The scientific novelty also lies in the justification
that poor data quality — such as duplication, format mismatches, and data entry
errors — can significantly distort analytical results and reduce the effectiveness of
forecasting models, which ultimately impacts strategic decision-making within a
company. To address these issues, organizations must not only implement technical
solutions but also cultivate a data-driven culture that prioritizes accuracy, consis-
tency, and completeness of data.

The prospects for future research include the development of new methods for
data integration, finding optimal solutions for standardizing information proces-
sing, and improving analytics quality within integrated structures. Specifically; it is
important to explore the potential application of advanced technologies, such as
artificial intelligence and machine learning, to improve forecast accuracy and create
more flexible analytical models capable of adapting to rapidly changing market
conditions. Further investigation into the role of big data, cloud computing, and
real-time analytics in forecasting could also provide valuable insights into enhan-
cing predictive capabilities. These measures will not only increase data-driven ma-
nagement efficiency but also strengthen organizations' competitive advantages by
enabling more agile and precise decision-making.

Thus, for the successful implementation of forecasting analytics in business, it
is necessary to consider not only technological aspects but also ensure a compre-
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hensive approach to data quality management. This will significantly improve fore-
cast accuracy, enhance decision-making processes, and ensure sustainable business
development in the modern economy, where data is becoming a key resource for
achieving competitive advantages. By integrating innovative technologies with ro-
bust data governance strategies, companies can maximize the potential of their data
assets and establish a strong foundation for future growth and innovation.
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AHAJII3 TTPOBJIEM 3BMMIPAHHA JAHMX Y IHTETPOBAHIMX
CTPYKTYPAX TA IX BIUIMB HA TOYHICTb ITPOTHO3HOI
AHAJIITVKUA TTPU TTOBYJOBI BISHEC-ITPOLIECIB

EdexTuBHicTb 6i3Hec-1polieciB y cy4acHOMY CBiTi BM3HA4Ya€TbCsA AKICTIO aHAIITUKIY,
IIPOBeeHOI Ha OCHOBI Benukux ganux. Li mpouecn sB/SIOTh COO0I0 MOCTITOBHICTD
B3a€MOIIOB sI3aHIX [Iiif, CHPSIMOBAHUX Ha JOCSITHEHHs CTPATEriYHMX i OIePATUBHNUX Ifi-
neit. OgHi€lo 3 K/II0YOBYX IEePeLIKO, /11 BUCOKOTOYHOI aHA/TITMKI € HEONHOPIHICTD
IKepel JaHUX, HeCYMICHICTb opMatiB, 3aTpUMKU B OHOBJICHHI iH(popMaii, a Takox
HOMIWIKY B arperanii i 06po6ui. I1i ¢hakTopu IIpOBOKYIOTh CIIOTBOPEHHS JAHUX, IO
HETaTVBHO BIUIMBAa€ Ha HAJIHICTh IMPOTHOSHMX MOJENEN i MOXe NPU3BECTH JO He-
edexTuBHOrO ynpasminus. [HcTpymenTu BigData ;03BO/IAIOTH IPOBOYITY JieTa/IbHII
aHasi3 6isHec-omepalliif, BUAB/IATU «BY3bKi» MICIIsI, ONITUMI3yBaTy IpOLecH i BU3Ha-
YaTy [EePCIeKTUBHI HapsAMM po3BUTKY. EeKTHBHICTD TaKuX pillleHb 6e3mocepenHbo
3aJIEKNTD Bill AKOCTI BUXiJHUX JaHMX. 32 HAABHOCTI TIOMWIOK, HEBiATIOBiTHOCTEN ab60
CYIIEpeYHOCTEN MPOTHO3HI MOJEN BTPA4alOTh TOYHICTD, 110 3HIKYE LOCTOBIPHICTb
aHa/IITVYHUX BUCHOBKIB. [j1s1 MiHiMi3awlil pu3nkiB, OB’ A3aHMX i3 IepeKpyUeHHAM iH-
¢dopmariii, HeOOXiTHO CTaHAAPTUSYBATY POLIEAYPY 30MPaHH, IIepeBipKu it 06poOKM
IaHMX. BUKOpMCTaHHA Cy4acHMX a/ICOPUTMIB MallHHOTO HABYaHHA i METO/IiB cTaTUC-
TIYHOTO AHAJIi3y TO3BOJIAE aBTOMATNYHO BUABIATY IIOMIWIKY, OYMIIATY JaHi i iiBK-
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L[yBaTy TOYHICTb IPOTHO3YBaHH:. 3aBJAKY ONTUMI3alil IpoleciB 30MpaHHA i aHaIi-
3y BAHMX Yy IHTEIPOBAHMUX CTPYKTYypax KOMIIaHii MOXKYTb yXBasIioBaT! OOIPYHTOBaHI
PillIEHHA Ha OCHOBi aKTyabHOI indopmarii. Ile fomomarae iIBUIYBAaTV KOHKYPEH-
TOCIIPOMOXKHICTb, CTBOpIOBaTM 3aTpeOyBaHi NpopgyKTi, QGopmynooBaty epeKTUBHI
CTpareril i IBUJKO afJalTyBaTUCA SO 3MiH Ha PUHKY.

Po3rianyTo BIymB mpo6iieM 30VpaHHsI fJaHKX Y iHTErpOBaHMX CTPYKTYpax Ha TOU-
HicTh porHosHoOI aHamiTuky. [IpoaHasi3oBaHO KII0YOBI GaKTOPH, 1O IPU3BOLATH JI0
BUKPVBJIEHHS [JAHMX, BK/IIOYAI04Y HEOTHOPI/JHICTh, HEIIOBHOTY, 3aCTapi/IicTh i mpobmemu
inrerpauii. O6rpyHTOBaHO HEOOXiIHICTD CTaHAAPTHU3ALl IIpoLeciB 30MpaHHs, OYNMIEeH-
H: i Bepudikarii JaHNX L1 MiIBUIIEHHS JOCTOBIPHOCTI MporHo3y. OKpecIeHo cydacHi
MEeTO/M MAIIVHHOTO HABYAHHS | CTATUCTIYHOTO aHai3y, eeKTUBHICTD SIKMX 3a/I€XXNUTh
BiJI IKOCTI JTaHUX.

Kniouosi cnosa: 36upanns danux; inmezposani cmpykmypu; npozHo3HA aHANiMUKa;
AKICMb 0AHUX; MAUUNHHE HABUAHHS; iHMezpayis daHux y 6i3Hec-npouec.
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