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UKRAINIAN DACTYL ALPHABET GESTURE RECOGNITION USING
CONVOLUTIONAL NEURAL NETWORKS
WITH 3D CONVOLUTIONS

3anpornoHoBaHa TEXHOJIOTIs, po3pobiieHa 3a JOIOMOTO0 KpPOCIIaT(GOPMEHHX 3ac00iB, Il MOJIEIIOBAHHS JKec-
TiB YKpaiHCHKOi NAaKTHIIFHOI a0eTKH, aHiMarii MepexoiB MiX CTaHAMH YKCCTOBHX OJUHHIBL Ta KOMOIHYBaHHS JKECTIiB
(cniB). TexHOIOTIs BiATBOPIOE TOCIIJOBHICTH JKECTIB 32 TOTIOMOTOI0 BipTyaJbHOI IPOCTOPOBOI MOJIEIi PYKH Ta BUKOHYE
PO3Mi3HABaHHS TAaKTHIIEM i3 BXiJHOTO IOTOKY KaMepH 3a TOTIOMOT00 HaBUCHOI Ha 310paHoMy HaOopi 300pakeHb 3ropT-
KOBOT HEMPOHHOT MEpexi, i3 B3sATOIO 3a OCHOBY apxiTekryporo MobileNetv3, ta 3 migibpaHoo onTuManbsHO KOHDIry-
pailiero mapis Ta mapamerpiB Mepexi. Ha 310paHomy TecTyBaibHOMY HaOOpPI JaHUX JOCATHYTO TOYHOCTI y oHam 98%.

Kawuosi ciaoBa: kpocmiaropMeHiCTh, MOBa KECTIB, MOJCIIOBAHHS JaKTHJIEM, PO3IMi3HABAHHS IaKTHIICM,
3rOPTKOBI HeHpoHHI Mepexi, mobilenet

The technology, which is implemented with cross platform tools, is proposed for modeling of gesture units of
sign language, animation between states of gesture units with a combination of gestures (words). Implemented techno-
logy simulates sequence of gestures using virtual spatial hand model and performs recognition of dactyl items from ca-
mera input using trained on collected training dataset set convolutional neural network, based on the MobileNetv3
architecture, and with the optimal configuration of layers and network parameters. On the collected test dataset accuracy
of over 98% is achieved.

Keywords: cross platform, sing language, dactyl modeling, dactyl recognition, convolutional neural net-works,

mobilenet

Introduction

Gesture based communication is one of
real methods for data transition, close by with
content and discourse. Sings can be utilized to
define explicit letters, words, states and can
be handled, encoded and put away in a dif-
ferent ways. Building up a technology for sto-
ring, modeling and demonstrating signs and
communications via gestures is a challenging
issue because of contrasts in accessible plat-
forms. Different platforms have different wor-
king operating systems, (for example, mobile
- 10S, Android, desktop - MacOS, Linux,
Windows, and web - ChromeQOS, and so
forth), which infers diverse execution level
and requires porting the codebase on every
stage; some platforms require web connecti-
on, (for example, distributed computing tech-
nologies [1]) and others don't, and so forth.
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Displaying such a technology for sing langu-
age is a real issue for individuals with hearing
disabilities and their relatives, yet in addition
is significant in a more extensive usage, due
to universality of sing language.

Cross-platform development [2] give an
approach to beat this issue. Cross-platform
development can be utilized instead of virtual-
machines [3] or a lot of mono-platforms deve-
lopment. Utilizing these advances permits to
build up a single codebase for various sort of
platforms, types of CPU, operating systems of
equipment execution and to send it on all plat-
forms consistently.

In this article an answer for the issue of
sing language demonstrating is proposed de-
pendent on cross-platform development. The
technology of communication through signs
can be adaptable and balanced, depending on
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the equipment it works on or dependent on
accessibility of internet connection. The pro-
posed methodology tunes the 3D hand model
(parameters, for example, the quantity of po-
lygons for rendering the hand and the step of
sings progress) in view of the CPU type, mea-
sure of accessible memory and web connec-
tion speed. The sing recognition is additi-
onally performed utilizing cross-platform de-
velopments and can be altered for the trade-
off in model size and execution speed. The
sing (gesture) modeling and recognition is a
part of a single gesture communication tech-
nology and this paper is a further develop-
ment of author's previous works [4], [5].

Existing approaches for recognition
of sign language

Detection of hand gestures can be consi-
dered as a type of task of object detection,
which has a set of mature and novel approa-
ches in both classic computer vision and deep
learning, with convolutions neural networks
specifically.

Since release of the convolutional neu-
ral network architecture for ImageNet contest,
AlexNet [6], this new approach proved to
show robust results in different condition of
input data. Neural networks show robust re-
cognition quality for object detections, when
object have diverse distortions, different scale
and various light conditions, noise, blur.

One of the key idea in transferring from
static object detection into dynamic object de-
tection is to use multiple subsequent frames
from the video input instead of a single image,
in order to utilize additional temporal data
among with spatial data.

As bigger datasets with recorded activi-
ties were released (Sports-1M [7], Kinetics
[8], Jester [9]), convolutional neural networks
with 3-dimensional convolutions because suc-
cessful. The size of the dataset allowed to
train the model without overfitting [10].

Gestures of sign language were detected
using different approaches based on classic
computer vision with hand-crafted features
such as orientation of histograms [11], histo-
gram of oriented gradients (HOG) [12] or
bag-of-features [13]. Although the state of the
art hand gesture recognition architectures are
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based on CNNs [14, 15, 16], similar to other
computer vision tasks.

Commonly in order to achieve higher
performance in terms of accuracy on the ges-
ture dataset, the architecture of the CNN was
made more complex [17, 18].

However, the proposed technology in
this paper aims to work cross-platform, an a
various set of platforms and devices, some of
them, such as hand-held devices (smartphones
and tables) have limited computational resour-
ces and capabilities. Thus, research of existing
approaches among CNN was accented on
lightweight architectures which show satisfy-
ing performance on mobile cpus, such as
SqueezeNet [19], MobileNet [20],
MobileNetV2 [21], ShuffleNet [22] and
ShuffleNetV2 [23], MobileNetV3 [24] which
aim to reduce computational cost but still keep
the accuracy high. In our work, we have used
the 2D and 3D versions of MobileNetV3.

Problem statement

The proposed technology should consist
of two parts, which are sign language [25]
modeling and gesture recognition module.
Both modules should be able to run without
codebase modification on multiple platforms
and should be developed using cross-platform
tools.

Gesture recognition module should con-
sist of a model which is able to detect and
identify the gesture, specified by the user,
from a camera input. Set of gestures is limited
by the Ukrainian dactyl language, but can be
extended further. An appropriate dataset of
Ukrainian dactyl language should be collected
for testing the model performance. The sing
language modeling module should be able to
reproduce a gesture specified by a set of para-
meters, stored in a database, and should be li-
mited by a set of Ukrainian dactyl language
signs, but can be extended further with other
languages.

The gesture recognition module should
utilize the model which show robust and state-
of-the-art performance along with high effici-
ency in terms of computational resources in
order to achieve high accuracy and FPS-rate on
various  platforms, using  cross-platform
technologies.
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Proposed approach

To developed a technology for Ukrai-
nian dactyl language modeling and recogni-
tion, which can run on multiple platforms,
without changing the codebase, an approach
based on cross-platform tools is proposed.
Gesture modeling module should consist of a
virtual three dimensional hand model and a
user interface, which should provide the user
with ability to specify a symbol or a set of
symbols, which then will be transitioned as a
sequence of gestures. To implement both hand
model and user interface, a cross-platform
framework Unity3D [26] was used. Compa-
ring to other 3D engines, it provides a unified
development process for all available plat-
forms (mobile, desktop and web) and provi-
des a seamless way to deploy the application
on all of them without changing the codebase.
To develop a gesture recognition module, a
cross-platform framework Tensorflow [27] is
proposed. This approach based on cross-
platform framework for machine learning
allows to developed and train a gesture recog-
nition model once, and then deploy it on mul-
tiple platforms (mobile, desktop and web)
without any modifications to the model or the
code for training. As a model architecture, the
MobileNet architecture is considered, enhan-
ced with 3D convolutions, to take into
account temporal information from a
sequence of input frames from the camera.
Altogether, the proposed technology novelty
is that it's a unified cross-platform technology
for Ukrainian dactyl language modeling and
recognition, with improved MobileNet archi-
tectture for improved recognition of the
Ukrainian dactyl alphabet.

Gesture recognition

Gesture recognition, as a part of cross-
platform technology for Ukrainian dactyl lan-
guage modeling and recognition, should be
implemented using cross-platform tools. Ges-
ture recognition approach depend on the type
of input information they work with. In case
of 3D model bases algorithms or skeletal-
based algorithms, the approach can use volu-
metric or skeletal model, or a combination of
them. Although, these approaches tend to be
computationally expensive and require additi-
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onal hardware from user. Other type of appro-
aches, appearance-based models derive para-
meters directly from the image or a sequence
of images (in case video is used as an input).
As a next step some pattern mining technique
or machine learning approach is used to train
a recognition model. Due to no need in additi-
onal hardware apart from a simple webca-
mera, these type of approaches were selected
for the cross-platform technology. Some ap-
proaches, for example, Ong et al. [28] propo-
ses Sequential Pattern Mining in order to de-
tect signs based on the tree structures.
Convolutional Neural Networks (CNN)
is a class of deep neural networks which are
regularized versions of multilayer percep-
trons, most commonly applied to analyzing
images and videos. CNNs are especially good
at analyzing images due to ability to take into
account locality reference of the data in the
image (typically nearby samples at some in-
put data are not related, which is not true in
case of an image). Therefore, CNN show
state-of-the-art results in image classification
and recognition tasks [29], [30]. Another be-
nefit of the convolutional neural networks is
no need in hand-crafted features, unlike con-
ventional pattern matching algorithms. The
process of training takes the input data and
finds all the features needed for recognition
and stores them as weights of the model.
CNNs are robust at the task of classification
or recognition of the object on an image, inde-
pendent of input image scale, lightning condi-
tions, occlusions, noise, etc. Although training
such a model requires a sufficient dataset.
Typically architecture of the CNN consists of
a set of convolutional, pooling and ReLU la-
yers. Tensorflow framework provides a cross-
platform and performance-efficient imple-
mentation of convolutional neural networks.
Gesture recognition with MobileNet
MobileNetV3 architecture (Figure 1) is a
new mobile architecture, development of the
MobileNet model. MobileNetV3 extends its
predecessor with 2 main ideas. Residual blocks
connect the beginning and end of a convolutio-
nal block with a skip connection. By adding
these two states the network has the opportuni-
ty of accessing earlier activations that weren’t
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modified in the convolutional block. This ap-
proach turned out to be essential in order to
build networks of great depth. On the other
hand, MobileNetV3 follows a narrow->wide-
>parrow approach. The first step widens the
network using a 1x1 convolution because the
following 3x3 depthwise convolution already
greatly reduces the number of parameters.
Afterwards another 1x1 convolution squeezes
the network in order to match the initial num-
ber of channels. A factor of 6 opposed to the 4
in our example. c represents the number of in-
put channels and n how often the block is re-
peated. Lastly, s tells whether the first repeti-
tion of a block used a stride of 2 for the down-
sampling process. This is a common assembly
of convolutional blocks.

Input ‘ Operator | exp size ‘ Hout ‘ SE ‘ NL ‘ S ‘
2242 x 3 conv2d, 3x3 - 16 - | HS |2
1122 x 16 bneck, 3x3 16 16 v | RE |2
562 x 16 bneck, 3x3 72 24 - | RE |2
282 % 24 bneck, 3x3 88 24 - | RE |1
282 x 24 bneck, 5x5 96 40 vV | HS |2
142 x 40 bneck, 5x5 240 40 v | HS |1
142 x 40 bneck, 5x5 240 40 v | HS |1
142 x 40 bneck, 5x5 120 48 v | HS |1
142 x 48 bneck, 5x5 144 48 v | HS |1
142 x 48 bneck, 5x5 288 96 v | HS |2

72 % 96 bneck, 5x5 576 96 v | HS |1
72 % 96 bneck, 5x5 576 96 v | HS | 1
72 % 96 conv2d, Ix1 - 576 v | HS | 1
72 x 576 pool, 7x7 - - - -1
12 x 576 | conv2d Ix1, NBN - 1024 | - | HS |1
12 x 1024 | conv2d 1x1, NBN - k - -1

Fig. 1. Architecture of MobileNetv3.

Network Improvements have been made
in two ways: Layer removal (1) and swish
non-linearity (2).

In the last block, the 1x1 expansion la-
yer taken from the Inverted Residual Unit
from MobileNetV2 is moved past the pooling
layer. This means the 1x1 layer works on fea-
ture maps of size 1x1 instead of 7x7 making it
efficient in terms of computation and latency.

We know that the expansion layer takes
a lot of computation. But now that it is moved
behind a pooling layer, we don’t need to do the
compression done by projection layer from the
last layer from the previous block. Thus we
can remove that projection layer and the filte-
ring layer from the previous bottleneck layer
(block).
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Fig. 2. Pipeline of 3D-convolutions
with MobileNetv3.

Ukrainian dactyl alphabet dataset
collections for recognition with MobileNet

Since training of the Convolution Neu-
ral Network hardly depends on a big and di-
verse dataset, to achieve a high enough accu-
racy metrics level, dataset of Ukrainian dactyl
language letters with diverse characteristics
was collected. Each gesture consists of 1500
sample images, and 50 different people hands
were showing gestures, with distribution of
70% male and 30% female hands. Different
light conditions were used (with distribution
of 20 % images in bad light conditions, 30%
in mediocre light conditions and 50% in good
light conditions). About 10% of images were
distorted with noise and blur. Overall ~50,000
original images were collected as a training
dataset. After applying additional dataset aug-
mentation techniques (such as rotation, ran-
dom crop, mirroring etc.) the final dataset be-
came about 150,000 images. For testing pur-
poses a fraction of 10% of the dataset was se-
lected, making final training dataset of
135,000 images and final testing dataset of
15,000 images.

For the training process of MobileNet
architecture based Convolutional Neural Net-
work for the task of gesture recognition of
Ukrainian dactyl alphabet gestures an appro-
priate dataset should have been collected, due
to no available datasets for Ukrainian sign
language in free access. A specific software
was developed for recording a short video se-
guences of Ukrainian dactyl alphabet gestures
shown by different people. Since the recor-
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ding software isn’t direct part of the proposed
technology, but rather a helper tool, it was
developed only under Windows family of
operating systems, using C# programing lan-
guage and .NET framework. The pipeline of
recording a single entry looks like this:

- The person sits in front of the webcam,

connected to the recording software;

- The person needs to put one’s hand into the

region of interest of the recording software;

- The person shows specific gesture from the

Ukrainian dactyl alphabet;
- The recording operator starts the recording;
- The person showing the gesture starts to
smoothly move the hand across different
axis’s;

- After video of appropriate length was re-

corded, the operator stops the recording;

- The process goes on with the next gesture.
MobileNetv3 with 3D convolutions
Figure 2 shows the pipeline with spatio-

temporal modeling approach used for 2D CNN
models. Features of each 8 frames are extrac-
ted using the same 2D CNN and concatenated
keeping their order intact. Afterwards, two le-
vels of fully connected (fc) layers are applied
in order to get class-conditional probability
scores. The reason behind is that fc layers can
organically infer the temporal relations, with-
out knowing it is a sequence at all. The size of
features 2D CNNs extracts is 64 for each
frame. With the first fc layer, feature dimen-
sion is reduced from 64x8=512 to 256. With
the second fc layer, dimension is reduced to
the number of classes.

Layer / Stride Repeat  Output size
Input clip cx8x112x112
ConvI(3x3x3)/s(1,2,2) 1 32x8x56x56
Block/s(1,1,1) 1 16 x8x56x56
Block/s(1,2,2) 2 24x8x28x28
Block/s(2,2,2) 3 32x4x14x14
Block/s(2,2,2) 4 64x2xTx7
Block/s(1,1,1) 3 96x2xTx7
Block/s(2,2,2) 3 160x1x1x1
Block/s(1,1,1) | 320x Ix1x1
Conv(1x1x1)/s(1,1,1) 1 1280x1x1x1
Linear(1280xNumCls) 1 NumCls
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Fig. 3. Architecture of MobileNetv3

with 3D-convolutions.
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On the other hand, 3D CNNs contains
spatiotemporal modeling intrinsically and does
not require an extra mechanism. We have in-
flated SqueezeNet and MobileNetV3 such that
they accept 8 frames as input. The details of
the 3D-MobileNetV3 are given in Figure 3.

Gesture recognition experiment

Standard techniques of fighting overfit-
ting of the neural network were applied on
each training.

During the training process of
MobileNet architecture based Convolutional
Neural Network multiple architecture modifi-
cations were set up in order to find the best
trade-off in number of layers to accuracy. At
some point the accuracy of the trained model
stopped increasing, so the obtained architecture
was decided as optimal in terms of the smallest
architecture with best accuracy which is shown
in Figure 4 (macro average f1-score and confu-
sion matrix).

Ukrainian dactyl language recognition MobileNet confusion matrix

I'
fooo (B 000 02 000 000 00z 00

{002 o0 00 000 002 00 00 00
xfooo 000 oon [N

0,00 0.02 0.00 0.00

00 0.

200 000 000 002 000 [ 000 000 002 002 000 00 000 001 000
200 000 002 000 000 000 [
000 000 000 000 000 000 002 [l

0.00 0.00 0.00 0.00 0.00 0.0/

0.02 0.00 0,00 0.00 0.00 0.00 0,00 0.00 0.02 0.02 0.00

0.00 0.00 0.02 0.00 0,00
0.00 0.00 0,00 0.00 0.00
0,00 0.02 000 0.00 0.00
0.00 0.02 0.02 0.00 0.00 0.00 0,00 0.02 0.00 0.00 0.00 0.00 0.02

10.00 0.00 0.02 0.00 0.02 0.00 0,00 0.00 0.00 0.00 0.00 0.00 0.00

Fig. 4. Confusion matrix of the optimal
architecture model.

Conclusions

The proposed technology consists of two
main modules: gesture modeling and gesture
recognition modules, which use the database
with gestures specifications stored in YAML
format in a PostgreSQL [31] database.

The proposed technology implements
gesture modeling and gesture recognition for
Ukrainian dactyl alphabet gestures with cross-
platform development tools. Gesture modeling
was implemented using Unity3D framework,
which is cross-platform and shows satisfying
performance on different platforms (mobile,
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web and desktop) while rendering a realistic
three-dimensional hand model. Number of po-
lygons and animation step of gesture transiti-
ons can be adjusted for the sake of performance.

A dataset of more than 50.000 images
was collected using diverse conditions and dif-
ferent persons hands. The dataset was aug-
mented using specific techniques and final
dataset consists of 150.000 images. Gesture re-
cognition module was implemented using
Tensorflow framework, which provides ability
to deploy its model on different platforms
without any codebase modifications. As a mo-
del for gesture recognition, MobileNet archi-
tecture was chosen, as a model with best trade-
off of size and accuracy, especially on low per-
formance platforms (such as mobile and web).
The model was trained on the collected Ukrai-
nian dactyl language dataset. Due to augmenta-
tions, the model showed state-of-the-art level
of performance. Based on experiments, opti-
mal model architecture was chosen in order to
keep the best performance level with the least
model size possible. According experiments
results were shown. The performance of CNN
model was compared to other approaches and
showed similar or superior values.

The proposed gesture communication
technology can be further augmented with
other gestures and languages and with other
cross-platform modules.

References

1. Mell, P., Grance, T. (2011, September). The NIST
Definition of Cloud Computing (Technical report).
National Institute of Standards and Technology:
U.S. Department of Commerce.
doi:10.6028/NIST.SP.800-145. Special publication
800-145.

2. The Linux Information Project, Cross-platform
Definition.

3. Smith, J., Nair, R. (2005). The Architecture of
Virtual Machines. Computer. IEEE Computer
Society. 38 (5): 32-38.

4. Krak, ., Kondratiuk, S. (2017). Cross-platform
software  for the development of sign
communication system: Dactyl language modelling,
Proceedings of the 12th International Scientific and
Technical Conference on Computer Sciences and
Information Technologies, CSIT, 1, 167-170.
DOI: 10.1109/STC-CSIT.2017.8098760

5. Krak, Y.G., Krak, Y.V., Barchukova, B.A. (2011).
Human hand motion parametrization  for
dactylemes modeling, Journal of Automation and
Information Sciences, 43 (12), 1-11.

© C.C. Kongpatiok

10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

Krizhevsky, A., Sutskever, I., Hinton, G.E. (2012).
Imagenet classification with deep convolutional
neural networks. In Advances in neural information
processing systems, 1097-1105.

Karpathy, A., Toderici, G., Shetty, S., Leung, T.,
Sukthankar, R., Fei-Fei, L. (2014). Large-scale
video classification with convolutional neural
networks. In Proceedings of the IEEE conference
on Computer Vision and Pattern Recognition,
1725-1732.

Zisserman, A., Carriera, J. (2017). Action
recognition a new model and the kinetics dataset. In
Computer Vision and Pattern Recognition (CVPR).
IEEE Conference on pages 4724-4733, IEEE.
Materzynska, J., Berger, G., Bax, I., Memisevic, R.
(2019). The Jester Dataset: A Large-Scale Video
Dataset of Human Gestures.

Haha, K., Kataoka, H., Satoh, Y. (2018). Can
spatiotemporal 3D CNNs retrace the history of 2D
CNNs and ImageNet. In Proceedings of the IEEE
Conference on Computer Vision and Pattern
Recognitions, Salt Lake City, UT, USA, 18-22.
Freeman, W., Roth, M. (1995). Orientation
histograms for hand gesture recognition. In
International workshop on automatic face and
gesture recognition, vol. 12, 296-301.

Prasuhn, L., Oyamada, Y., Mochizuki, Y.,
Ishikawa, H. (2014). A HOG-based had gesture
recognition system on a mobile device. In 2014
IEEE International Conference on Image
Processing (ICIP), 3973-3977, IEEE.

Dardas, N., Georganas, D. (2011). Real-time hand
gesture detection and recognition using bag-of-
features and support vector machine techniques.
IEEE Transactions on instrumentation and
measurement, 60: 3592-3607.

Kopuklu, O., Kose, N., Rigoll, G. (2018). Motion
fused frames: Data level fusion strategy for hand
gesture recognition arXiv preprint
arXiv:1804.07187

Molchanov, P., Gupta, S., Kim, K., Pulli. K. (2015).
Multi-sensor system for driver’s hand-gesture
recognition. In Automatic Face and Gesture
Recognition (FG), 11th IEEE Inter- national
Conference and Workshops on, vol. 1, 1-8. IEEE
Molchanov, P., Gupta, S., Kim, K.,Kautz, J. (2015).
Hand gesture recognition with 3d convolutional
neural networks. In The IEEE Conference on
Computer Vision and Pattern Recognition (CVPR)
Workshops

Hu, J., Shen, L., Sun, G. (2018) Squeeze-and-
excitation networks. In Proceedings of the IEEE
conference on computer vision and pattern
recognition, 7132-7141.

He, K., Zhang, X., Ren, S., Sun., J. (2016) Deep
residual learning for image recognition. In
Proceedings of the IEEE conference on computer
vision and pattern recognition, 770-778.

landola, F., Han, S., Moskewicz, M., Ashraf, K.,
Dally, W., Keutzer, K. (2016). Squeezenet:
AlexNet-level accuracy with 50x fewer parameters

and 0.5 mb model size. arXiv preprint
arXiv:1602.07360.
Howard, A., Zhu, M., Chen, B., Kalenichenko, D.,

Wang, W., Weyand, T., Andreetto, M., Adam, H.
(2017). Mobilenets: Efficient convolutional neural

99


https://www.scopus.com/record/display.uri?eid=2-s2.0-85040772053&origin=resultslist
https://www.scopus.com/record/display.uri?eid=2-s2.0-85040772053&origin=resultslist
https://www.scopus.com/record/display.uri?eid=2-s2.0-85040772053&origin=resultslist

networks for mobile vision applications. arXiv
preprint arXiv:1704.04861

21. Sandler, M., Howard, A., Zhu, M., Zhmoginov, A.,
Chen, L. (2018). Mobilenetv2: Inverted residuals
and linear bottlenecks. In 2018 IEEE/CVF
Conference on Computer Vision and Pattern
Recognition, 4510-4520. IEEE.

22.Zhang, X., Zhou, X., Lin, M., Sun, J. (2018).
Shufflenet: An extremely efficient convolutional
neural network for mobile devices. In 2018
IEEE/CVF Conference on Computer Vision and
Pattern Recognition, 6848-6856. IEEE.

23.Ma, N., Zhang, X., Zheng, H., Sun, J., (2018).
Shufflenet v2: Practical guidelines for efficient
CNN architecture  design. arXiv  preprint
arXiv:1807.11164, 5.

24.Howard, A., Sandler, M., Chu, G., Chen, L.,
Chen, B., Tan, M., Wang, W. (2019). Searching for
MobileNetV3. axXiv:1905.02244, 5

25. ASL Sing language dictionary.

URL.: http://www.signasl.org/sign/model
26. Unity3D framework. URL.: https://unity3d.com/
27. Tensorflow framework documentation.

URL.: https://www.tensorflow.org/api/

28.0ng, E. (2012). Sign language recognition using
sequential pattern trees. In: Computer Vision and
Pattern Recognition (CVPR), IEEE Conference on
IEEE pp. 2200-2207.

29. American Sign language: Real-time American Sign
Language Recognition with Convolutional Neural
Networks (2015). Brandon Garcia Stanford
University Stanford, CA.

30. Bobic, V. (2016). Hand gesture recognition using
neural network based techniques, School of
Electrical Engineering, University of Belgrade

31. PostgreSQL official web site.

URL.: https://www.postgresql.org/

PE3IOME

C.C. Kongpariok

Po3nizHaBaHHA KeCTIB YKPaiHCHKOIL
JAKTWIBHOI a0eTKH 3a J0IOMOIOK0 3IrOpT-
KOBHX HCHPOHHHX Mepe:K i3 TPMBHMIPHOIO
3rOPTKOI0

MoBa ecTiB € OJHUM 13 OCHOBHHX 3aC0-
6iB mepenaul iH(oOpMarlii, mopsia i3 TEKCTOM i
MOBO0. fIK IIpaBUIIO, Y KOKHOI KpPalHU € CBOs
piJlHa MOBa XECTiB, MPOTE HATIEBHO, HEBIJIOMO,
CKIJIbBKM MOB ECTIB ICHYE y BCHOMY CBITI.
VYkpaiHcbka MOBa KECTIB Ta YKpaiHCBKUN all-
GaBIT HaKTUIEM € OJHHMMH 13 HaWIMOLIUpPEHi-
IIMX 3aco0iB CHUIKYBaHHS B YKpaiHl MIiCHs
TEKCTOBOTO Ta PO3MOBHOTO CITIJIKYBaHHSI.

Hananus texHosnorii BUBUEHHS >KECTIiB
(3HaKiB, JaKkTUIIEM) YKpaiHCHKOT MOBH JKECTIB
JUISL Takol CHUJIBHOTU € aKTyaJbHOIO MpobIe-
MOIO Ta CKJIQJIHUM 3aBJIaHHSM.

Jis BupilleHHST 3aadi MOJETIOBAHHS
MOBH JKECTIB Ta BUKOHAHHS aHIMAIll »KeCTO-
BUX CTPYKTYp 3a JOINOMOIOI IPOCTOPOBOI
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BIPTYyaJIbHOI MOJIEJI PYKH ITPOMOHYETHCS KpOC-
iaTopMHa TEXHOJIOTs, 3aCHOBaHA Ha Kpoc-
riardopmeniii  6id6mioreni  Unity3D. Kpoc-
mwiaropmena 6i6mioreka Unity3D Takox Bu-
KOPUCTOBYETHCS A iHTEp(deiicy KopucTyBa-
Ya, TEXHOJIOTISl peaji3oBaHa 3a JOMOMOTOIO
MOBH niporpamyBanHst C#. 3anpornoHoBaHi iH-
CTPYMEHTH MOXXYThb BHUPILIIMTU Ipolsemy 3a-
MyCKy TEXHOJOTli Ha JEKIIbKOX 1CHYIOUYHX
wiatopmax. HoBu3Ha 3amponoHOBaHOI TeX-
HOJIOT1T NOJISITa€ B TOMY, 1110 BOHA € KPOCILIaT-
(OpMEHOI0 Ta Ma€ HACTPOIOBAHUM piBEHb MO-
JITOHIB JUIS TPUBUMIPHOT MOJIENI PYKH Ta KPOK
aHIMaIlii 715 IepeXo/iB KECTiB.

Mopnens pyku, BOyI0BaHa B MOJTYJIb MO-
JICTIOBAHHS JKECTIB, Ma€ 27 KICTOK, KOXKHa
KICTKa 3'€JHaHa 3 IHIIOIO Yepe3 pi3HI THIN
Cyrio0iB. SIk OCHOBHY, BUKOPUCTAHO TEXHOJIO-
TiI0 MOJICTIOBaHHS TPUBUMIPHOI MOJIENI PYKU
Ta aHiMamii kectiB Mk Mopdemamu. Bona
31aTHa €(EeKTUBHO BIATBOPUTU DPEATICTUUHY
MOJIeNb PYKH, 1110 cKianaeTses 3-noHan 70 000
TIOJTITOHIB.

Momymi po3mi3HaBaHHS JKECTiB, po3po0-
JIEHI 3a JIOIIOMOTO0 KpocIiaTopMeHHUX 1HCT-
pyMeHTIB (3acHoBaHl Ha Python, C ++), mo-
XKyTb OyTH BOYJOBaH1 B 1HpOpMalIiHy TEXHO-
norito. KoHBosroniiHi HepOHHI MepeKi Mmoka-
3aIM HaJilHI pe3yabTaTH B 3a/ladyax 3 po3Mi3-
HaBaHH 13 300pakeHb Ta kecTiB. [[yis excre-
puMeHTy OyB 310paHuii Habip NTaHMUX 3 JAKTH-
JeMaMHM yKpaiHCcbKoi MoBU. KoxeH »kecT ckia-
naetbes 3 1000 3pa3koBux 300paxkeHs, S0 pis-
HUX JIIOIeH MOKa3yBalM ECTH, 3 PO3NOIIOM
70% donoBiuux Ta 30% xiHOUMX pyK. Bynu
BUKOPUCTaH1 Pi3HI YMOBU OCBITJIEHHS (3 pO3-
noniiiom 20% 300paxenp y moranux, 30% y
nocepennix Ta 50% mpu XOpOLIMX YMOBax
ocBiTienHs), 10% 300paxkeHs Oynu COTBOpe-
Hi IIyMOM Ta PO3MHTTSIM.

Apxitektypa MobileNetv3 Oyna BHKO-
puctaHa sk ocHoBa Juid apxiTekrypu CNN.
JInst moKpalieHHst SKOCTi po3Mi3HaBaHHs Oyi10
BUKOPHUCTaHO TPUBHUMIPHY 3TOPTKY JIEKLIBKOX
TIOCITITOBHUX KaJIPIB 13 )KECTaMHU.

[i mapuanns tpusano ~ 300 000 irepa-
I, MO0 CTAHOBUTH MPHOIHM3HO 12 erox, i J10-
carHyTo ~98% TOYHOCTI Ha TECTYBaJLHOMY
Ha0opi TaHUX.
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