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AGI-AGENT COGNITIVE ARCHITECTURE  

AGICA - AXIOMATIC APPROACH 
 

Abstract. For the last half of the century there were proposed and modeled several dozen cognitive architectures as 

the models of mind. As one of the results of this Standard Model of the Mind was proposed and discussed in 2017 (now known 

also as “Common Model of Cognition”). It accumulated lessons learned in one structure. In the articles published in 2016-

2018, the author formulated main definitions of the concepts of Artificial General Intelligence (AGI): AGI-Individual Type, 

AGI-Collective Type, AGI-Consciousness, AGI-Thought, AGI-Knowledge, AGI-Emotions. The author’s approach belongs to 

the direction Embodied Cognition in Cognitive Science and is following named “axiomatic approach” in Artificial 

Intelligence. The definitions proposed by the author are of constructive type from mathematical point of view and can be 

modeled by the existing software & hardware tools and methods. In this article the author is proposing AGI-Agent cognitive 

architecture AGICA as detailed modification of Standard Model of the Mind. It can be used in the development of universal 

operating system for AGI-robots.  
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Introduction 

The development of intellectual system 

was divided to two direction, namely: Artificial 

Intelligence – this name combines the set of 

types of research directions and systems that can 

partially fulfill the tasks commonly belong to 

people experience (such as natural language 

processing, pattern recognition, generative 

artificial intelligence, expert systems); and 

Artificial General Intelligence – it is the 

development of the systems that can operate 

autonomously and in the result should deliver 

the machines that can replace people from 

routine operations in the first phase and further 

can substitute people in any activities. 

This article concerns the development of 

Artificial General Intelligence (AGI) and 

devoted to AGI cognitive architecture. 

In the last 30-40 years there were proposed 

hundreds and developed tenths of cognitive 

architectures as the models of mind – as 

“humanlike mind”. The Institute for Creative 

Technologies defines cognitive architecture as: 

"hypothesis about the fixed structures that 

provide a mind, whether in natural or artificial 

systems, and how they work together – in 

conjunction with knowledge and skills 

embodied within the architecture – to yield 

intelligent behavior in a diversity of complex 

environments." [1].  

In [2] there were analyzed 84 architectures 

including 49 that were still actively developed in 

2018. In the references mostly mentioned are 

ACT-R, SOAR, CLARION, ICARUS, EPIC, 

LIDA. In [12] there were listed and reviewed in 

short 26 cognitive architecture were developed 

before 2010. In [47] there is good, compressed 

overview of cognitive architectures: ACT-R, 

SOAR, EPIC, PRODIGY, DEM, COGNET, and 

CLARION, there features, advantages, and 

disadvantages. 

The most successful there were SOAR [ 3] 

and ACT-R [4] but in full list there are more 50 

projects. In 2017 on the base of analysis of the 

results of these projects and lessons learned there 

was formulated “The Standard Model of the 

Mind” as Common Computational Framework 

Across Artificial Intelligence, Cognitive Science, 

Neuroscience, and Robotics [5]. 

In this article the author proposed more 

detailed development of Standard Model of the 

Mind.  

In the previous published articles [6, 7, 8] 

the author proposed the definitions of main 
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concepts of Artificial General Intelligence: AGI-

Individual Type, AGI-Collective type, AGI-

Consciousness, AGI-Thought, AGI-Emotions, 

AGI-Knowledge, and others. The author 

approach follows named “axiomatic approach” 

proposed in [9, 10] and belong to embodied 

cognition [11] as one of three directions of 

Cognitive Science: computationalism, 

connectionism, embodied cognition.  

The definitions proposed by the author are 

of constructive type from mathematical point of 

view and can be modeled by the existing 

software & hardware tools and methods.  

In this article the author is proposing the 

view on AGI-agent structure and procedures as 

detailed modification of Standard Model of the 

Mind formulated before [5]. The results of the 

article can be used in the development of 

universal operating system for AGI-robots.  

Terminology. 

In the area of research of artificial 

intelligence there are used many concepts 

common with the psychology, cognitive science, 

brain research. The author sees it is useful to 

make some short glossary of the concepts and 

abbreviations used in the article.  

Artificial Intelligence – this name 

combines the set of research directions and types 

of systems that can partially fulfill the tasks 

commonly belong to people experience (such as 

natural language processing, pattern recognition, 

generative artificial intelligence, expert 

systems). 

AGI – artificial general intelligence, - 

scientific direction concerning of the 

development fully autonomous intellectual 

machines; “intellectual” means that the machine 

can do the tasks that now can be done only by 

people.  

AGI-agent – application software 

downloaded to CPU of the AGI-robot under the 

supervision of operating system; it enables AGI-

robot to operate in the environment in fully 

independent mode without any remote control 

from an operator; it perceives its environment, 

takes actions autonomously to achieve goals, 

and may improve its performance 

with learning or acquiring knowledge. 

AGI-robot – the autonomous machine with 

AGI-agent downloaded - “hardware and 

software” - fully equipped and ready for 

operations in fully independent mode without 

any remote control from an operator; it is 

assumed that AGI-robot can move in the space 

and can interact with the environment by 

sensors, actuators, and manipulators. 

AGI operating system – operating system 

that run AGI-agent.  

 

Problem 

Currently the world is very impressed with 

the results in the development of Generative AI 

like ChatGPT and others of such type. At the 

same time the development of autonomous 

robots based on the concept of AGI is still in the 

very beginning. The cognitive architectures 

proposed, developed, and tested before delivered 

mostly scientific results about general principles 

of cognition, decision making and learning. 

These results are still far away from the market 

products where we can see from the direction 

only autonomous vacuum cleaners.  

On the base of developments of around a 

hundred cognitive architectures [2] there was the 

attempt to form the Standard Model of Mind. In 

[5] there was concluded that Standard Model of 

Mind reflects a very real consensus over the 

assumptions it includes, but it remains 

incomplete in several ways. As these there was 

mentioned: metacognition, emotion, mental 

imagery, direct communication and learning 

across modules, the distinction between 

semantic and episodic memory, and mechanisms 

necessary for social cognition. 

From author’s point of view, the Standard 

Model can be enlarged with the approaches of 

Embodied Cognition [11] and Axiomatic 

Approach in AI [6-10]. In this article the author 

will propose his view how it can be done.  

 

Current state analysis 

The research on cognitive architectures as 

software instantiation of cognitive theories was 

initiated by Allen Newell in 1990 [13].  

More successful projects of cognitive 

architectures include ACT-R (“adaptive control 
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of thought – rational”) [4] and SOAR (“state-

operator-and-results”) [3]. 

In 2017 on the base of the development of 

ACT-R and SOAR and some others there was 

proposed “A Standard Model of the Mind” [5] 

(see Fig.1). Later this model was named 

“Common Model of Cognition” (CMC). 

The heart of the Standard Model is the 

cognitive cycle. Procedural memory induces the 

processing required to select a single deliberate 

act per cycle. Each action can perform multiple 

modifications to working memory. Changes to 

working memory can correspond to a step in 

abstract reasoning or the internal simulation of 

an external action, but they can also initiate the 

retrieval of knowledge from long-term 

declarative memory, initiate motor actions in an 

external environment, or provide top-down 

influence on perception.  

Complex behavior, both external and 

internal, arises from sequences of such cognitive 

cycles.  

The restriction to selecting a single 

deliberate act per cycle yields a serial 

“bottleneck” in performance, although 

significant parallelism can occur during 

procedural memory’s internal processing. 

Significant parallelism can also occur across 

components, each of which has its own time 

course and runs independently once initiated. 

The details of the internal processing of these 

components are not specified as part of the 

standard model, although they usually involve                                   

significant parallelism. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 1. The Structure of the Standard Model of the Mind [5] 

 

Standard Model. 

The cognitive cycle that arises from 

procedural memory’s interaction with working 

memory provides the seriality necessary for 

coherent thought in the face of the rampant 

parallelism within and across components. 

Procedural memory contains knowledge 

about actions, whether internal or external. This 

includes both how to select actions and how to 

cue (for external actions) or execute (for internal 

actions) them, yielding what can be 

characterized as skills and procedures. 

Declarative memory is a long-term store 

for facts and concepts. It is structured as a 

persistent graph of symbolic relations, with 

metadata reflecting attributes such as recency 

and frequency of (co-)occurrence that are used 

in learning and retrieval. Retrieval is initiated by 

the creation of a cue in the designated buffer in 

working memory, with the result being deposited 

in that buffer. In addition to facts, declarative 

memory can also be a repository of the system’s 

direct experiences, in the form of episodic 

knowledge. There is not yet a consensus 

concerning whether there is a single uniform 

declarative memory or whether there are two 

memories, one semantic and the other episodic. 

The distinction between those terms roughly 

Declarative Long-term Memory 

Working Memory Procedural Long-term Memory 

Perception Motor 
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maps to semantically abstract facts versus 

contextualized experiential knowledge, 

respectively, but its precise meaning is the 

subject of current debate. 

Learning involves the automatic creation 

of new symbol structures, plus the tuning of 

metadata, in long-term — procedural and 

declarative — memories. It also involves 

adaptation of nonsymbolic content in the 

perception and motor systems. The standard 

model assumes that all types of long-term 

knowledge are learnable, including both symbol 

structures and associated metadata. All learning 

is incremental and takes place online over the 

experiences that arise during system behavior. 

There are at least two independent learning 

mechanisms for procedural memory: one that 

creates new rules from the composition of rule 

firings in some form, and one that tunes the 

selection between competing deliberative acts 

through reinforcement learning.  

Declarative memory also involves at least 

two learning mechanisms: one to create new 

relations and one to tune the associated 

metadata. 

Outside of direct connections between the 

perception and motor modules, working memory 

acts as the intercomponent communication 

buffer for components. It can be considered as 

unitary or consist of separate modality-specific 

memories (for example, verbal, visual) that 

together constitute an aggregate working 

memory.  

Long-term declarative memory, 

perception, and motor modules are all restricted 

to accessing and modifying their associated 

working memory buffers, whereas procedural 

memory has access to all working memory (but 

no direct access to the contents of long-term 

declarative memory or itself).  

All long-term memories have one or more 

associated learning mechanisms that 

automatically store, modify, or tune information 

based on the architecture’s processing. 

Perception and Motor. 

Perception converts external signals into 

symbols and relations, with associated metadata, 

and places the results in specific buffers within 

working memory. There can be many different 

perception modules, each with input from a 

different modality — vision, audition — and 

each with its own perceptual buffer. The 

standard model assumes an “attentional 

bottleneck” that constrains the amount of 

information that becomes available in working 

memory but does not embody any commitments 

as to the internal representation (or processing) 

of information within perceptual modules, 

although it is assumed to be predominantly 

nonsymbolic in nature, and to include learning. 

Information flow from working memory to 

perception is possible, providing expectations or 

possible hypotheses that can be used to influence 

perceptual classification and learning. 

Motor converts the symbol structures and 

their metadata that have been stored in their 

buffers into external action through control of 

whatever effectors are a part of the body of the 

system. As with perception, there can be 

multiple motor modules (“arms”, “legs”, …). 

Much is known about motor control from the 

robotics and neuroscience literature, but there is 

at present no consensus as to the form this should 

take in the standard model, largely due to a 

relative lack of focus on it in “humanlike” 

architectures. 

In ACT–R architecture (“Adaptive 

Control of Thought–Rational”) [4] there are the 

following modules: Central Production System, 

Goal module, Perceptual-motor modules, 

Memory modules. There are two kinds of 

memory modules in ACT-R: Declarative 

memory (consisting of facts such 

as “Washington, D.C. is the capital of United 

States”, etc.); Procedural memory (made of 

productions). Productions represent knowledge 

about how we do things: for instance, knowledge 

about how to drive, etc. 

Reflecting the growing influence of 

neuroscience constraints, the attempt to 

implement the architecture using standard 

connectionist constructs had been made [14]. 

Although the resulting system, ACT-RN, was 

not of practical use, this connection between 

symbolic and connectionist levels had a 

fundamental impact on the development of the 

architecture [15]. 
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SOAR (“State-Operator-and-Result”) [3] 

is a cognitive architecture, originally created 

by John Laird, Allen Newell, and Paul 

Rosenbloom at Carnegie Mellon University. 

SOAR is also comprised of a set of 

asynchronous internally parallel modules, 

including a rule-based procedural memory. 

SOAR is organized around a working memory. It 

includes separate episodic and semantic 

declarative memories, in addition to visuospatial 

modules and a motor module that controls 

robotic or virtual effectors. Knowledge that 

exists independent of the current situation is held 

in the architecture’s long-term memory. SOAR 

distinguishes three different types of long-term 

memory: procedural, semantic, and episodic. 

The list of the most known cognitive 

architectures can include the following: 

CLARION [16], LEABRA [17], Spaun [18], 

CHREST [19], EPIC [20], Companions [21, 22], 

MicroPsi [23], MIDCA [24, 25], PolyScheme 

[26, 27], LIDA [28-30], ICARUS [31], SAL 

[32], SiMA [33], SIGMA [34, 35].  

 

Lessons learned from cognitive 

architecture development 

To resume the main artefacts of cognitive 

architectures the following features and 

components that are common for many 

cognitive architectures: working memory 

(includes active mental states), procedural 

memory (includes primitives), semantic memory 

(includes schemas), episodic memory (includes 

inactive mental states aggregated into episodes), 

iconic memory (input-output buffer), cognitive 

map, reward system, attention control (the 

distribution of attention is described by a special 

attribute in instances of schemas) and 

consciousness (can be identified with the content 

of the mental state “I-Now”).  

Since, by definition, working memory is a 

relatively small temporary storage, its capacity 

should be limited. However, there is no 

consensus on of how this should be done in a 

cognitive architecture. There different 

approaches to clean working memory: (1) the 

contents of working memory is discarded when 

the agent switches to a new problem; (2) 

gradually remove items from the memory based 

on their recency or relevance in the changing 

context; (3) assigning an activation level to 

percepts that is proportional to the emotional 

valence of a perceived situation, - this activation 

level changes over time and as soon as it falls 

below a set threshold, the percept is discarded; 

(4) atoms stay in memory as long as they build 

links to other memory elements and increase 

their utility, and other approaches are used.  

Long-term memory (LTM) preserves a 

large amount of information for a very long time. 

Typically, it is divided into the procedural 

memory of implicit knowledge (e.g. motor skills 

and routine behaviors) and declarative memory, 

which contains explicit knowledge. The latter is 

further subdivided into semantic (factual) and 

episodic (autobiographical) memory. 

Long-term memory is a storage for innate 

knowledge that enables operation of the system, 

therefore almost all architectures implement 

procedural and/or semantic memory.  

Procedural memory contains knowledge 

about how to get things done in the task domain. 

In symbolic production systems, procedural 

knowledge is represented by a set of “if-then 

rules” preprogrammed or learned for a 

particular domain. 

Semantic memory stores facts about the 

objects and relationships between them. In the 

architectures that support symbolic reasoning, 

semantic knowledge is typically implemented as 

a graph-like ontology, where nodes correspond 

to concepts and links represent relationships 

between them. 

Episodic memory stores specific instances 

of past experiences. These can later be reused if 

a similar situation arises or exploited for learning 

new semantic/procedural knowledge. 

Aleksander and Dunmall [9, 10] have 

developed an Axiomatic Approach to machine 

consciousness based around five axioms, which 

they believe are minimally necessary for 

consciousness:  

1. Depiction. The system has perceptual 

states that ‘represent’ elements of the world and 

their location.  

2. Imagination. The system can recall parts of 

the world or create sensations that are like parts 

of the world.  
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3. Attention. The system can select which 

parts of the world to depict or imagine.  

4. Planning. The system has control over 

sequences of states to plan actions.  

5. Emotion. The system has affective states 

that evaluate planned actions and determine the 

ensuing action. 

The author proposed close but different 

view on “axiomatic approach” to model AGI of 

Individual and Collective type. According to the 

author’s articles [6, 7, 8] there were proposed the 

definitions of main structure artefacts of AGI-

Agent: “AGI-hierarchical structure” composed 

of the “AGI-Collective Type” and “AGI-

Individual Type”, wherein the “AI-Collective 

Type Processes Functionality” are based in the 

object of “AGI-Individual Type” as “other 

agent”; and the agent of “AGI-Individual 

Type” (“Agent 1”) is dominated by the agent 

of “AGI-Collective Type” (Agent 2) by the 

mechanism proposed below [6] or more strong 

of more soft its modifications. 

The definition of AGI-Individual Type is 

based on the concept of the “instinct of 

individual self-preservation” (as an analogy 

with "living intelligence") and on the concept of 

"self-controlled border" [6]. 

The definition of AGI-Collective Type is 

based on the concept of “preservation of species 

instinct” (as an analogy with "living 

intelligence") [6]. 

The concept of "self-controlled border" 

implies that the AGI-Agent 1 of individual 

type can receive from this border identified 

signals of such types: invasion signals, signal of 

touch by external objects and the environment 

objects, signals of damage of the border and 

signals of changing of its parameters under the 

influence of the environment and due to internal 

processes.  

Human being has skin that is controlled by 

peripheral nervous system with sensory nerves 

[39]. Our skin has many functions. In the initial 

phases of the development of AGI-robots we do 

not need to model all of them, - it will be enough 

to control the events of touch, tear, or may be 

closeness.  

In the world there are currently several 

projects of “artificial skin” development in 

different phases and with different results as 

concerned the sensors and the possibilities to 

control the parameters. For example, engineers 

at UC Berkeley have developed a pressure-

sensitive electronic material from 

semiconductor nanowires [39]. The researchers 

at Stanford University have spent nearly two 

decades trying to develop skin-like integrated 

circuits that can be stretched, folded, bent, and 

twisted – working all the while [40]. In [41] and 

in [42] there is the list of current research.  

The author is sure that in some nearest 

future it can be accessible to use artificial skin to 

control the physical border of AGI-robot. Till the 

moment it can be used CAD-model of the 

external view of AGI-robot and AGI-agent will 

calculate the mutual positions of the obstacles 

and its own case (“body”) by using of common 

sensors like cameras or lasers.  
AGI-Consciousness [8]. 
AGI-Consciousness is the combination of 

the following procedures during the existence of 
AGI-robot:  

1) Initial procedure for determining and 
establishing of control over the border of AGI-
robot (see the definition of “AGI-Individual 
Type” above); it can be done, for example, as to 
determine some character points on “artificial 
sensitive skin” of AGI-robot and 2D coordinate 
system of the “skin” (as a hypersurface in 3D 
environment); or it can be the linking of the 3D-
coordinate system of the visual sensor to the 
CAD model of AGI-robot preliminary 
downloaded; or some other approaches can be 
used.  

2) Permanent process of sensing of the 
«border» of AGI-robot or control it for: 
touching, penetration or tearing.  

3) Permanent process of control of the 
functions of AGI-Individual Type for 
consistency (namely: function of homeostasis; 
information function (in particular, forecasting 
of the environment and AGI-robot own state); 
function of imagination and planning; function 
to change AGI-robot own state; function of the 
environmental impact; objective function). 
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4) Permanent process of control of the 
functions of AGI-Collective Type. Definition 
of the concept “AGI-Thought” [7]. 

AGI-Thoughts can be of the following 

types: 

− Thought Type 1 – “Imagined scenario” 

that was formed by: objects, concepts, and 

activities (virtual) “of them” and “with them”. 

− Thought Type 2 – “Analysis of 

properties/characters and their relations – “in 

static” or “for period time”. 

− Thought Type 3 – “Concepts/object 

definitions”. 

− Thought Type 4 – “Classification/Pattern 

recognition”. 

− Thought Type 5 “Reasoning/Conclusion”. 

− Thought Type 6 – “Decision “to do” the 

real activities according to the Thought Type 1 

in the State 2 (see below)”. 

Every Thought Type can be in one of two 

states: 

− Thought Dynamic State – in active 

software process. 

− Thought Static State – thought 

properties/data had been stored in the memory 

after the active program process had been 

completed. 

The Thought Type 1 in the Thought Static 

State can be implemented as the “motivation to 

do” and “scenario/plan/schedule” of real 

activities of AGI-robot with the correspondent 

decision – the Thought Type 6 in the Thought 

Static State. 

Definition of concept AGI-Emotions [7]. 

Any AGI-Emotions are changing the 

homeostasis of AGI-robot either to reach more 

powerful its internal state - to be able to 

attract more energy for an action in some cases, 

- or to return to some average energy supplying 

– “quiet state”, “normal mode” - in the case that 

additional energy is not needed.  

Emotions can be divided on “Negative” 

and “Positive”. Currently the author can see the 

reason to model in AGI-Agent only Negative 

Emotion, and it is “AGI-Fear” – to enlarge the 

energy mobilization in some dangerous 

situation. But in the future, another emotion can 

also find justification. 

The negative emotion of AGI-Individual 

Type – “AGI-Fear” - occurs in AGI-robot when 

it assumes the existing danger for its 

existence, and when in the input of AGI-robot 

(or in its thoughts (“imagination”)) there is sharp 

increasing of information; this can be resulted 

also in the decreasing of objective function. The 

negative emotions of individual type “AGI-

Fear” can be resulted by AGI-robot as the 

selection of thoughts/actions “stop-run-or-fight” 

in some emergency. 

One means to increase the AGI-robot's 

ability to withstand danger is to increase the 

clock frequency of the processor. Also, with this 

emotion AGI-Fear all tasks do not concern the 

surviving should be abandoned. 

As it was mentioned before we will 

consider the simplest model of AGI-robot and 

because of it we do not need to use “Positive 

Emotions of Individual Type” and all types of 

emotions of AGI-collective type that was defined 

in [7] for general case. 

The Rate of the Emotions - or negative or 

positive ones – is dependent from 3 factors: 1) 

the estimated state of AI-System (safety or 

danger); 2) the input information measure 

(“more information – more rate”); and 3) the 

changing of objective function of AI-Entity” [6]. 

In [44] there were analyzed the features 

and properties of AGI-operating system. Of 

course, nobody will wait till this new kind of 

operating system will be developed. But the 

author is sure that early or later the new platform 

for AGI-robots will be designed. In [45] the 

author will emphasize the desired characteristics 

of the new operating system for AGI 

development. 

 

Goal   

The Embodied Cognition as one of three 

directions of Cognitive Science (with other ones: 

Computationalism and Connectivism), which 

was developing from 90th of the last century 

[11], ”Axiomatic Approach” that had been 

proposed by Alexander in the beginning of this 

century [9, 10], and the development of 

“axiomatic approach” made by the author in the 

articles mentioned here [6-8] deliver the 

possibility to enlarge the Standard Model of 
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Cognition with new architectural details as it 

was represented below. 

From the authors point of view cognitive 

architectures with the goal of design AGI-robots 

software that were developed before lack of 

implementation of the results of Embodied 

Cognitions as the third direction of Cognitive 

Science that emerged after Computationalism 

and Connectivism in the last 30 years, - most of 

the system does not have Body or Boder as one 

of the main elements of AGI-model.  

The next proposal of the author is to use 

AGI-Thoughts according to the author’s 

definition as the unified mechanism of 

“thinking” of AGI-robot. This also delivers the 

mechanism of explanations of the activities of 

AGI-robot: the set of AGI-Thoughts for some 

period of time can be simply transferred by AGI-

Robot to be analyzed by the management entity. 

In systems mentioned before the 

consciousness was modeled indirectly. In 

cognitive architecture AGICA the author 

proposed to model it directly according to the 

definition made [8,6]. 

According to author’s point of view 

Emotions should not be the models but they 

should be the modes of AGI-Robot. The author 

cannot see the reason to implement all or large 

part of the emotions known in human beings, but 

the mode “AGI-Fear” can be useful. 

The author proposes to implement 

“sleeping mode” of AGI-Robot to use it for 

associations establishing, classification, and 

concepts design, when the sensors’ data are 

ignored. 

This article is about the structure of 

cognitive architecture AGICA. Most functioned 

used to represent AGICA is known, and there are 

many models to implement them are in 

literature. The exception is AGI-Consciousness 

[8].  

 

Main part 

On the base of previous review, the 

Artificial General Intelligence Cognitive 

Architecture (“AGICA”) can be proposed. The 

functional view of AGICA cognitive architecture 

is represented in Fig.2. 

AGICA includes the following structure 

components: 

− AGI-Consciousness, 

− AGI-Individual type (the functions are 

divided to 2 groups: Group 1 – under control of 

AGI-Consciousness; Group 2 – under control of 

AGI-Unconsciousness (function of 

homeostasis)), - Agent 1, 

− AGI-Collective type, - Agent 2, 

− AGI-Unconsciousness, 

− Sensors (with border states identification 

sensors: “touch”, “close”, “breach”), 

− Motors. 

These processes should operate under 

control of AGI-operating system. 

AGI-Consciousness functions (see the 

definition of AGI-Consciousness mentioned 

above): 

− Initial procedure for determining and 
establishing of control over the border of AGI-
robot. 

− Permanent process of sensing of the 
border of AGI-robot: touching, penetration, and 
tearing, 

− Goal control, 

− Control of the functions of AGI-Individual 
Type for consistency, 

− Control of Sleeping mode (see below), (to 
start Working mode either after time period, or 
on the base of Sensors’ data analysis, or on other 
conditions). 

AGI-Individual type functions (see the 

definition mentioned above): 

− Functions of homeostasis (are under 

control of AGI-Unconsciousness, some 

functions of homeostasis belong to automatic 

control), 

− Information function (under AGI-

Consciousness control), 

− Forecasting (under AGI-Consciousness 

control), 

− Function of imagination and planning 

(under AGI-Consciousness control), 

− Function to change AGI-Agent own state 

(under AGI-Consciousness control), 

− Function of the environmental impact (can 

operates or under AGI-Consciousness control or 

under AGI-Unconsciousness control), 
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− Objective function (under AGI-

Consciousness control). 

Function of homeostasis operates under 

AGI-Unconsciousness control and must keep the 

main internal physical parameters of the system 

in the assigned ranges: temperature, pressure, 

humidity. 

Function to change AGI-Agent own state 

operates under AGI-Consciousness control. The 

states of AGI-Agent should be dependent from 

the modes.  

The modes of AGI-Agent are:  

− “Working mode” – to try to achieve the set 

goal, 

− “Unsupervised learning” – it can be 

fulfilled in parallel with working mode with less 

priority, 

− “Sleeping mode” – for autonomous data 

processing in the memory (learning from 

experience; associations; concepts development; 

“forgetting”);  

− “Supervised learning” – the mode when 

AGI-Agent “trusts” the trainer. 

Information function operates under AGI-

Consciousness control maintaining and ensuring 

(1) permanent collection of information; (2) its 

storage; (3) classification; (4) formation of 

abstract concepts, (5) their hierarchy and 

associative links. The last (3), (4) and (5) mainly 

must be performed in sleeping mode when AGI-

Consciousness isolates Information function 

from sensors’ data. In the sleeping mode the 

signals from Environment sensors are ignored by 

Information function and the data collected 

during the last working mode are analyzed for 

data mining and detection of associations.  

In principle, for critical applications there 

can be designed “doubled system” - “one is 

working one is sleeping”, – the dolphins brain 

uses such approach, but it will be much more 

complex than unitary system. 

Forecasting function operates under AGI-

Consciousness control and makes the forecasts 

of environment for any time periods – short term 

and long term.  

Function of imagination and planning 

operates under AGI-Consciousness control. This 

function can be activated as in any modes. 

Function of the environmental impact can 

operate either under AGI-Consciousness control 

- Motors routine operations, or under AGI-

Unconsciousness control - for and emergency 

cases. 

Objective function operates under AGI-

Consciousness control. 

AGI-Unconsciousness functions: 

− Homeostasis control, 

− Motors routine and emergency control, 

− Emotion control, 

− Data mining, associative memory 

development (in “sleeping mode”). 

AGI-Unconsciousness functions are the 

functions of autonomous control system of AGI-

robot – they are independent from AGI-

Consciousness, but they can cooperate to train 

new skills.  

The core of AGI-Unconsciousness 

functions is of “innate type”. But the author can 

imagine the cooperation of AGI-Consciousness 

and AGI-Unconsciousness for the Function of 

the environmental impact: when some 

procedures of motions or some specific reactions 

to environment events will be learned under 

AGI-Consciousness control, these procedures 

can be transferred to AGI-Unconsciousness 

control. If there will be indicated unreliable 

fulfillment of these operations the correspondent 

procedures can be returned to AGI-

Consciousness control to be learned more for 

reliable performance. 

As the Emotion control the author now can 

see some reason to implement “fear” of AGI-

Agent: if the sensors data demonstrate the sharp 

increasing of information, and AGI-Robot 

estimates the environment as potentially 

dangerous, - AGI-Unconsciousness can indicate 

it and assign for AGI-Robot the mode of emotion 

“Fear”. In this emotion mode “fear” some 

functions can be deactivated, for example, the 

function of imagination and planning and 

objective function can be turned off; limit of 

power consumption and the clock frequency of 

processor can be increased. In some regular 

situation AGI-Unconsciousness keeps the 

emotion “quiet”. In the author’s approach 
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emotions are implemented as modes but not as 

models. 

The functions of AGI-Collective type 

should be downloaded as Agent-2 with the 

Agent-1 of Individual Intelligence. AGI-

Collective type does not control AGI-Individual 

type directly. Some mechanisms of interaction of 

AGI-Individual type and AGI-Collective type 

were mentioned above and in [6]. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 2. Artificial General Intelligence Cognitive Architecture – functional view (“AGICA”) 
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All processes will use AGI-knowledges 

and AGI-skills.  

AGI-knowledges are symbolic.  

AGI-skills are sub-symbolic. AGI-skills 

are divided between Motors, Sensors, and other 

modules (AGI-Thought type 4, others) Any AGI-

skill have its symbolic name. But some of them 

can be started directly from Sensors. For 

example, Sensors identified the high 

temperature of skin on the arm. The 

correspondent signal will be transferred directly 

to the Motors and the arm will be withdrawn by 

the correspondent skill. 

AGI-individual type processes should try 

to maximize objective function is set in the 

initialization. 

The main elements of AGI-individual type 

processes are AGI-thoughts. AGI-thoughts are 

the only source of complex actions of AGI-robot 

(the simple actions can be done by direct 

communications between Sensors and Motors). 

AGI-thoughts are symbolic and expressed in 

formal language. 

Every function will have its own working 

buffer – the combined function’s working buffers 

can be referred as working memory. 

Procedural Long-term Memory in 

cognitive architecture AGICA is represented by 

the “Set of Initial AGI-Thoughts” and 

Subsymbolic Data of ANN-parameters that 

represent skills – this set will be downloaded in 

the implementation phase. The design of the set 

of initial thoughts will be based on the 

preliminary designed AGI-Thoughts and 

learning of some pilot examples of AGI-Robots. 

For example, one of initial thought type 1 

(“scenario type”) can be – “Border Exploration”: 

by manipulator to touch the border of the body 

from initial point (“O-coordinate point”) and 

prolong the border till its 3D-model will be 

closed. 

Another example of initial thought type 1 

– “Space Exploration” – when AGI-Robot 

finished “Border Exploration” it can start “Space 

Exploration” – to try move forward, back, left, 

right and store the spatial data of correspondent 

distances (laser measured) as the table of global 

coordinates (when the accuracy is about 

centimeters), directions and ranges. This thought 

after multiple implementations (through thought 

type 6) will deliver the map with obstacles. 

Any other types of thought also will have 

some initial templates. 

AGI-Robot will generate thoughts by 2 

mechanisms: 

− Assign parameters to the initial thoughts 

(modification of thoughts), 

− Generation new thoughts structures. 

The main difference with Standard Model 

of Mind that the author proposed in [6] is the 

concept “Border” as the base for the definition 

of AGI-Individual type and the need to indicate: 

the state of the border – “integrated” or 

“broken”, - and mutual relations of the Border 

and the objects of the Environment – “touch”, 

“close”, “penetrated”. In the nearest future this 

border in AGI-Robots will be represented by 

“Active Artificial Skin” – as the surface 

distributed sensors and correspondent control 

system. 

The author represented here the functional 

view of AGI cognitive architecture – AGICA - 

that gives the possibility of further specifications 

of functions.  

Concept design. 

In the concept design the initial step is 

“Coordinate System Establishing” – the 

correspondent thought type 1 is also will be in 

the set of initial thoughts. For the systems of 

kinds transport robots, the natural way to start 

from the concept and implementation of 

“Coordinate System”. 

Coordinate system. 

Coordinate system must be in any 

transport robot – the sensors data can be used for 

navigation only with the correspondence with 

internal coordinate system. But this is not the 

only that coordinate system can represent to us. 

What is the system coordinate of human 

being? 

Between the eyebrows is the “ajna cakra” 

[43]. This chakra is the origin of the coordinate 

system of human being. This hypothesis author 

made when the first of my children was born. 

With the two next the author had proved this 

idea. From the moment of the child's birth, he 

has only one point that belong to him “in sure” – 

this is the point between eyebrows. Maybe this 
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point is not on the skin, maybe it is in some depth 

– the author does not know this – this issue 

should be resolved by physiologists, - but in sure 

the child starts to explore himself and little by 

little spreads his knowledge about his body from 

just this point. A child touches himself by the 

fingers and goes and goes further. The process of 

spreading knowledge of the limits of child's 

body is very similar as the procedure of analytic 

continuation in calculus. 

Initially this is quite dangerous, – the eyes 

are near this point, the child can wound himself! 

He initially does not know that the eyes are him! 

To prevent it we before swaddled baby's hands, 

and in nowadays parents use mittens for this 

purpose. 

Finally, when a child is 2-2,5 month of age 

he puts his big toe in his mouth and finds nothing 

further than the heel… That is all. The child has 

the border and coordinate system. From this 

moment the child became “intellectual being”! 

He tied all. He knows where he is. It delivers to 

the brain and not only to the brain but also for 

autonomic nervous system the understanding of 

“self”. It can be formed only with the 

understanding of the border. 

The coordinate system of AGI-Robot can 

be formed in analogy with the living nature by 

assigning of original of coordinate system to 

some unchanged point of robot construction. Of 

course, AGI-Robot should have the possibility to 

calculate reference distances in this coordinate 

system.  

The cognitive cycle in AGICA cognitive 

architecture includes the following phases: 

− Context identification – hypothesis 

generation (on the base of the thoughts of type 2-

5). 

− Context hypothesis testing – the context 

proved (the process regularly repeats). 

− Goal analysis - subgoal generation – 

scenario generation (thought type 1) – analysis 

of the results of thoughts of types 2-5 – iterative 

improvements of scenario with the estimations 

of «certainty/doubt» balance. 

− “Certainty/doubt” signals generation and 

balance them – attention control mechanism 

(detailed analysis of “objects-relations-in time”) 

- “if and when” the threshold will be overcome 

by certainty  signal – the thought type 6 activates 

the action by Motors; “if and when” the 

threshold will be overcome by doubt signal – the 

scenario will be rejected;   

− The results of action should be analyzed – 

the thoughts of types 2-5 – the episode should be 

saved in episodic memory (the format of episode 

is the same as format of the thought type 1) for 

the further analysis in sleeping mode; and the 

cognitive cycle is renewing from context 

identification. 

The cognitive cycle starts from context 

identification. Some contexts are innate and is 

downloaded in the initialization process: “place 

of born”; “training center”; “maintenance and 

repair center”; “general working environment”. 

When the hypothesis of context made it 

should be proved by testing. The testing of the 

context will be repeated regularly. Some tests 

also can be innate and is downloaded in the 

initialization.  

AGI-Agent further will decide when new 

context should be generated. 

The described cognitive cycle is controlled 

by AGI-Consciousness.  

The actions can be initiated by AGI-

Unconsciousness on the base of “very short 

period” processes perceived by Sensors (the 

periods around 50ms in many cognitive 

architectures overviewed) – “hot water reaction 

of arm”. 

The details of algorithms and approaches 

of AGICA cognitive architecture will be 

published in upcoming articles. 

 

Conclusion 

In the article the author proposed the 

further development of the Common Model of 

Cognition on the base of Embodied Cognition of 

Cognitive Science and named ”axiomatic 

approach” that had been proposed by Alexander 

in the beginning of this century [9,10], and its 

development made by the author in the articles 

mentioned here [6-8]. There was represented 

new architectural details for Common Model of 

Cognition that can be used in further modeling 

experiments. 
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The main proposal is to include in 

cognitive architecture Body or Boder as one of 

the main elements of AGI-Agent.  

The next proposal of the author is to use 

AGI-Thoughts according to the author’s 

definition [7] as the unified mechanism of 

“thinking” of AGI-robot. This also delivers the 

mechanism of explanations of the activities of 

AGI-robot: the set of AGI-Thoughts for some 

period can be simply transferred by AGI-Robot 

to be analyzed by the management entity. 

In cognitive architectures developed 

before the “Consciousness” was modeled 

indirectly. In cognitive architecture AGICA the 

author proposed to model it directly according to 

the definition made [8]. 

According to author’s point of view 

Emotions should not be the models in productive 

industrial systems but they should be the modes 

of AGI-Robots. The author cannot see the reason 

to implement in industrial systems all or large 

part of the emotions known in human beings, but 

the mode “AGI-Fear” can be useful. For 

collaborative AGI-robots the models of 

emotions can be in place. 

This article is about the structure of 

cognitive architecture AGICA. Most functioned 

used to represent AGICA is known, and there are 

many models to implement them in literature. 

The exception is AGI-Consciousness [8]. It will 

be developed the first time. 

This article is an abridged version of the 

original preprint published in OSF [45]. 
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