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Abstract. This study examines the performance of Conditional Variational Autoencoder (CVAE) in handwritten 

digit recognition. Using the MNIST dataset, two variants of the CVAE models — convolutional and multilevel 

architecture — were developed and compared. The research methodology includes comprehensive data preprocessing, 

architecture design, training, and thorough evaluation processes. The obtained data highlight the better performance of 

the convolutional model-based CVAE in achieving recognition accuracy compared to its multilayer counterpart. 

Evaluation metrics include analysis of original and reconstructed images, comparison of hidden layer vector distribution 

patterns, and visualization of loss function dynamics. In addition, the study highlights the practical implications of CVAEs 

in various fields, highlighting their performance in digit recognition tasks due to their inherent robustness and 

extraordinary generalizability. 
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Introduction 

The ability to quickly and efficiently 

recognize handwritten numbers is an important 

element in the development of many areas of 

activity, such as banking, retail, health care, 

education and others. In this regard, scientists 

began to look for different methods to solve the 

problem of automating the recognition of 

handwritten digits and their rapid analysis. One 

of these methods is the use of artificial neural 

networks. Regardless of the problems that 

neural networks face when solving various 

problems, they remain a leading element for 

the further development of society. There are 

many types of artificial neural networks that 

can be used specifically for recognizing 

handwritten digits, but one of the best is the 

variational autoencoder (VAE). VAE is a type 

of artificial neural network that compresses the 

input data into a limited space (latent space), 

and after encoding, returns the output data to 

normal sizes [1]. It consists of two main parts, 

namely: an encoder and a decoder. The first 

part is responsible for reducing the 

dimensionality of the input data and 

transferring it to the latent space, which 

describes the probability distribution of the 

data, and the second part, in turn, is responsible 

for decoding the latent code and restoring the 

input data with maximum accuracy. This 

allows the VAE to generate new data similar to 

what was trained. 

By itself, the variational autoencoder is 

quite a powerful tool for solving various 

problems, including the recognition of 

handwritten digits, but they, like any other 

types of artificial neural networks, have their 

drawbacks, such as high computational 

complexity, problems with generating realistic 

samples data and sensitivity to 

hyperparameters. In order to improve the 

performance of VAE and close these gaps, a 

condiitonal variational autoencoder (CVAE) 

was developed. CVAE is a modified version of 

the variational autoencoder that uses different 

techniques to improve its performance. 

Techniques used to improve the results of VAE 

may include changing the architecture of the 

encoder and decoder, regularization, or adding 

additional data, as CVAE can be trained on a 

larger dataset. 

 

Analysis of recent research and 

publications 

Autoencoders (AE) are powerful 

machine learning tools that have been 

successfully applied to tasks such as 

compression, layered learning, and data 
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generation. They are the basis of many deep 

learning models and are used in areas such as 

computer vision, natural language processing, 

and others. Recent research in this field reveals 

a variety of approaches to improve the 

performance and capabilities of autoencoders. 

Below is an overview of some key publications 

in recent years. The work [2] presents an 

improved information-theoretic methodology 

for understanding the dynamics of learning and 

designing AE, which affects the development 

of the optimal architecture of autoencoders, 

alternative methods of direct propagation 

learning. The theoretical foundations of the 

variational encoder are discussed in [3, 4]. The 

use of the noise cleaning criterion to improve 

the quality of generated images in noise-

eliminating encoders (DAE) is proposed in the 

article [5]. Theoretical aspects, principles of 

development, advantages and disadvantages of 

CVAE are considered in work [6]. In these 

works, the advantage belongs to the theoretical 

aspects of the development of autoencoders of 

various types. In [7], an AE architecture was 

built based on a multilayer model, the 

distribution of hidden layer vectors, the loss 

function during training was investigated, and 

the recognition results were presented. VAE 

based on a multilayer model was implemented 

in work [8]: the architecture of the encoder and 

decoder, the distribution of the hidden layer 

vectors, the graph of the loss function, and the 

recognition result were visualized. The 

advantages and disadvantages of VAE 

compared to AE are also analyzed. 

 

Main Material 

As a result of the development of AE and 

VAE, based on a multilayer model [7, 8], 

sufficiently clear images were obtained. Let's 

try to improve the recognition ability. For this 

purpose, we will build an extended variation 

encoder. In order to figure out which type of 

model would be better suited for this task, 

convolutional model-based and multilayer 

model-based CVAE were developed.  

The training sample of the MNIST 

dataset has class labels. We use this 

information and transfer it to the encoder and 

decoder (Fig. 1). 

 
Fig. 1. The principle of operation of the conditional variational autoencoder 

 

The first step in building such an 

autoencoder is adding the necessary libraries 

and normalizing the data that will be used for 

training. Next, you need to specify the number 

of neurons in the hidden layer of the encoder 

and decoder, as well as set a larger dimension 

to the hidden space than for the usual VAE to 

reproduce more information. This is followed 

by the creation of encoder (Fig. 2) and decoder 

(Fig. 3) architectures, in which Conv2D layers 

were added to reduce information loss and 

improve the quality of data reconstruction [9]. 
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Fig. 2. Encoder architecture 

 

 
 

Fig. 3. Decoder architecture 

 

Having an encoder and a decoder, it is 

also necessary to specify the size of the 

validation sample to evaluate the overall 

performance and generating ability of the 

autoencoder, after which the model can be 

trained. In the course of training, we will 

additionally transfer class labels to the 

entrance. At the end of the work, the results of 

the CVAE work should be displayed in the 

form of 10 original and reconstructed images 

(Fig. 4). 

In addition, the graphs of the distribution 

of the hidden layer vectors (Fig. 5) and the 

graphs of the loss function (Fig. 6) will be 

displayed based on both types of models in 

order to independently compare the quality of 

the work of autoencoders. 

 

 
 

Fig. 4. Autoencoder Operation Visualization 
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a 

 
b 

 

Fig. 5. Distribution Plot of Vectors in the Hidden Layer  

based on the Convolutional Model (a) and Multilayer Model (b) 

 

By looking at fig. 4 it can be seen that the 

results are obtained with small differences. 

Image details are slightly blurred. 

Figures 5 (a and b) show a characteristic 

picture of the formation of the input signal 

reflection area in the space of the hidden layer. 

If we choose arbitrary points within the formed 

area, we will get a meaningful image at the 

output of the decoder. When selecting a point 

outside this area, we expect to get an 

indeterminate image. From the figures, it can 

be concluded that CVAE based on the 

convolutional model is able to recognize 

images better. In principle, when developing 

CVAE based on the convolutional neural 

model and using the Keras multilayer model, 

we obtained satisfactory results, with small 

differences. 

 
a 

 

 
b 

Fig. 6. Loss Function Graph based on the Convolutional Model (a) and Multilayer Model (b) 

 

From Figure 6, it can be concluded that 

the CVAE based on the convolutional model 

for the training and test data has smaller values 

at the corresponding training epochs compared 

to the CVAE based on the multilayer model 

using KERAS. Note that the value of the loss 

function can be reduced by selecting the 

hyperparameters of the model. A web service 

can be created to effectively display the 

operation of the autoencoder. This service can 

allow users to visually view the output of the 

autoencoder, such as the original and 

reconstructed images, and facilitate its use in 

various applications.  

The created web service is the result of 

working with Flask, one of the powerful 

frameworks for Python. Initial setup includes 

creating a Flask application object using the 

‘Flask(name)’ constructor, setting the file 

upload path, where the images will be stored 

(UPLOAD_FOLDER), configuring Flask, and 

defining a list of allowable file extensions 

(ALLOWED_EXTENSIONS) (Fig. 7).
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Fig. 7. Creating and configuring the application 

 

This web application implements two 

key functions: ‘allowed_file(filename)’ and 

‘index()’. The first function is used to check 

whether a file extension is allowed. It plays an 

important role in filtering downloaded files to 

avoid possible security threats. The second one 

is responsible for handling GET and POST 

requests. It interacts with client requests, 

receives data from users, processes them and 

provides a response (Fig. 8). 

 

 
 

Fig. 8. Application functions 

 

When the app.py file is run directly, it 

automatically creates a local web server using 

the ‘app.run(debug=True)’ method. In debug 

mode (debug=True), Flask provides automatic 

page updates after changes to the source code. 

This is very convenient during development, as 

it allows you to immediately see the results of 

changes (Fig. 9). 

 

 
 

Fig. 9. Launching the application 
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The HTML markup language is used to 

create the display of a web page. CSS is used 

to stylize and improve the appearance of the 

web interface. The page interface has a simple 

and clear structure, with two main buttons: one 

for uploading images and the other for their 

processing and recognition. 

After the images are uploaded, they go 

through an automatic processing process in the 

autoencoder, and the user receives the result in 

the form of a reconstructed image. As an 

experiment, noise was added to the input 

image in order to test the stability of the 

autoencoder to distortions. The obtained result 

can be seen in the figure (Fig. 10).  
 

 
 

 
 

Fig. 10. Application interface and operation 

 

Conclusion  

As a result of the study, the conditional 

variational autoencoder for recognition of 

handwritten digits was built based on a 

convolutional neural network and a multilayer 

model using Keras. For both models, the 

graphs of the loss function for the training and 

test samples, the distribution of the hidden 

layer vectors, are constructed. As a result of 

comparing the models, it can be concluded that 

the extended variational autoencoder that uses 

the convolutional model has higher accuracy in 

recognition, which makes it more efficient to 

use. 

Therefore, the use of CVAE is primarily 

intended for solving complex problems. It is 

used in various industries to recognize bank 

card numbers, check numbers, postal codes 

and telephone numbers. Due to its increased 

accuracy, robustness to noise and distortion, 

and better generalization to new data, this type 

of artificial neural network is one of the best 

options for use in handwritten digit 

recognition.  

Furthermore, a web service was 

developed for the use of CVAE, which 

increases the accessibility and usability of this 

type of neural network. Users can conveniently 

upload images containing handwritten digits 

via a web interface, allowing CVAE to quickly 

and accurately identify existing digits. This 

web service opens the door to many 

possibilities of use for different fields of 

activity. From personal use for quick digit 

recognition in daily tasks to integration into 

business processes to automate data processing 

tasks, this service can become an indispensable 

tool for anyone who needs efficient 

recognition of handwritten digits. 
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