
ISSN  2710 – 1673   Artificial  Intelligence   2024   № 4 

 

89 

 

UDC: 004.82:004.89 https://doi.org/10.15407/jai2024.04.089 

 
A. Litvin1, V. Kaverinsky2, D. Simonov3 
1,3V. M. Glushkov Institute of Cybernetics of NAS of Ukraine, Ukraine 
   40, Akademika Glushkova Avenue, Kiev, 03187 
3Frantsevich Institute for Problems of Materials Science of NAS of Ukraine, Ukraine 

 3, Omelyan Pritsaka street, Kiev, 03142 
1
litvin_any@ukr.net 

2
insamhlaithe@gmail.com 

3denys.symonov@gmail.com 
1http://orcid.org/0000-0002-5648-9074 
2
https://orcid.org/0000-0002-6940-579X 

3https://orcid.org/0000-0002-6648-4736 

 

THE USE OF LARGE LANGUAGE MODELS IN COMBINATION WITH 

THE ONTOLOGICAL APPROACH FOR THE SYNTHESIS OF NATURAL 

LANGUAGE TEXT 
 

Abstract. This research presented an approach based on the application of structured prompt instructions to large 

language models (LLM). Methodological foundations for using an ontology-driven system of structured prompts in 

interaction with ChatGPT were developed. The ChatGPT system allows expanding the knowledge base by obtaining new 

information from existing knowledge units based on a set of contexts. Thus, methods for generating meaningful responses 

in natural language were considered using a large language model using ontological approaches and natural language 

contexts. 
Using the proposed methodology, the OntoChatGPT system was developed, which effectively extracts entities 

from contexts, classifies them and generates appropriate responses. An experiment on the reverse synthesis of natural 

language sentences based on their ontological representation using large language models allows to clearly demonstrate 

the effectiveness of using the concept of large language models in dialogue systems. The study highlights the versatility 

of the methodology, emphasizing its applicability not only to ChatGPT but also to other chatbot systems based on LLMs, 

such as Google’s Bard utilizing the PaLM 2 LLM. The implementation of this technology is demonstrated using the 

Ukrainian language. 

Keywords: ontology engineering; prompt engineering; prompt-based learning; meta-learning; ChatGPT; 

OntoChatGPT; chatbot; ontology-driven information system. 
 

Introduction 

An approach based on the application of 

structured instructions-prompts for large 

language models formed using meta-ontology 

was created to solve a wide range of problems 

of natural language text analysis, including 

obtaining answers based on contexts selected 

with the help of appropriate formal queries 

from the ontological knowledge base. 
Nowadays, there are many virtual 

assistants that use natural language processing. 

One of these, ChatGPT (which is based on 

such basic models as GPT OpenAI GPT-3, 

GPT-3.5, and GPT-4 [1] and has been 

customized for conversational applications 

using both supervised and reinforcement 

learning methods), marked a significant 

breakthrough in the field of artificial 

intelligence, particularly in the areas of natural  

language processing (NLP) and 

understanding (NLU). 

ChatGPT is a general-purpose dialog 

system. It performs certain tasks for processing 

textual information: determining intentions, 

named entities, building logical conclusions, 

searching for information, and even style 

correction and machine translation tasks, etc. 

The ChatGPT model provides the ability 

to interact through an API, which involves 

sending commands in natural language. 

English is the preferred language for such 

commands and instructions. This is because 

English is the primary language for ChatGPT. 

Research has shown that formatting 

instructions in JSON is an effective approach 

to provide clear and comprehensive model 

commands. 

The urgency of the problem is due to the 

fact that large models such as ChatGPT seem 

to work very efficiently, but their knowledge 

base is not comprehensive. Training such 

models requires a large set of labeled data and 

significant computing resources. Thus, the task 
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is to create a methodological foundation for 

using an ontologically guided system of 

structured prompts in interaction with 

ChatGPT. The system allows to expand the 

knowledge base by obtaining new information 

from existing knowledge units based on a 

certain set of contexts. 

The subject of the research is to expand 

the knowledge base of large ChatGPT 

language models by using an ontological 

approach to generate meaningful text. 

Research methods. Prompting 

instruction engineering for large language 

models. Determination of criteria for the 

quality of systems by metric: cosine similarity 

index. 
 

Problem statement 

At first glance, large language models 

such as ChatGPT seem to work very efficiently 

and are capable of performing a wide range of 

tasks. But, at the current time, they are not 

without certain drawbacks. Large language 

models do have a broad knowledge base, but it 

is not comprehensive. There are many narrow 

subject areas that are not represented in their 

current form or are poorly represented. This is 

usually encountered when working with 

ChatGPT, when questions/tasks begin to relate 

to narrow scientific and technical areas where 

general knowledge is insufficient or outdated 

(updating the knowledge base of models is a 

long and costly process that cannot happen as 

often as we would like). Such models have 

mechanisms for retraining and fine-tuning, but 

they also face certain difficulties. Re-training 

requires a large set of labeled data, the creation 

and preparation of which is difficult and 

painstaking. It also requires significant 

computing resources and takes a lot of time. 

Thus, especially in conditions of limited 

resources and the presence of tasks that can be 

solved in other ways, large language models 

become too much of a “big gun” to “shoot at 

sparrows”. In addition, not all natural 

languages are currently represented in such 

models at the same level. They work most 

efficiently with English, which is the language 

with the largest data sets. With less common 

and less popular languages, the results are 

somewhat more modest. Thus, in some cases, 

it seems easier and more appropriate to create 

a simpler model, including a rule-based model.

 Moreover, by leveraging the strengths 

of different methods, there are broad prospects 

for combining approaches that may, in certain 

cases, achieve even greater efficiency in their 

use. Thus, the task is to create formal models 

(both informational and functional) and 

develop methodological foundations to use of 

an ontologically controlled system of 

structured prompts in interaction with 

ChatGPT. This system allows for the provision 

of information and the expansion of the 

knowledge base by obtaining new information 

from existing knowledge units based on a 

specific set of contexts. Logical deduction 

suggests obtaining new information based on 

established facts, rules and logical principles. 

This allows the system to draw logical 

conclusions and make connections between 

different pieces of information. By using 

deductive reasoning, the system can expand its 

understanding and create additional units of 

knowledge that have not been explicitly 

provided. The process of deriving new 

information units from previously known ones 

plays a crucial role in increasing the system's 

knowledge and improving its overall 

functionality. It allows the system to make 

intelligent inferences, discover hidden 

relationships, and provide the user with more 

complete and valuable information.  

By developing formal models, this 

research provides a structured base for 

organising and representing knowledge in a 

systematic way. Such models, which cover 

both informational and functional aspects, lay 

the foundation for effective integration of the 

ontological approach with ChatGPT. The 

combined system provides a sophisticated 

dialog interaction that incorporates inferences 

and uses contextual information to provide 

meaningful responses. 
 

Analysis of the last publications 

The instructions-prompts provided by 

ChatGPT must be structured in a clear and 

precise structure. Since the number of tokens 

that ChatGPT can process is limited, the 

instructions should be short, but at the same 

time informative. Experimental evidence [2] – 

[5] has revealed that one of the effective 

approaches is to present them in the JSON 
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format. Additionally, the instructions must 

convey enough information to accurately 

instruct ChatGPT. This ensures that the 

system's responses match the intentions of the 

user's expectations. 

The ChatGPT system offers an API that 

only accepts commands in natural language. 

Although ChatGPT API supports several 

languages, but in order to form accurate and 

clear instructions, it is advisable to use 

English. These approaches improve the 

interaction between the user and the system, 

facilitating more accurate and meaningful 

answers, compared to the train-of-thought 

reasoning technique [4], [6] - [9]. 

An example set of instructions can be 

found in the public repository «Mr. Ranedeer: 

Your personalized AI Tutor!» [2] aimed at 

converting GhatGPT into a virtual tutor. Thus, 

ChatGPT can be adapted to work as a virtual 

tutor in various subject areas covered by its 

knowledge base. 

GhatGPT system provides the ability to 

connect third-party plugins [10] – [12]. The 

GhatGPT system provides the ability to 

connect third-party plugins. This opens up a 

new direction of research, referred to as 

prompt engineering and meta-learning [6], [8], 

[13] – [15]. 

The main goal of prompt engineering is 

to solve the problem of guiding ChatGPT to 

appropriate answers, especially in problems 

that require logical inference. Designing 

instruction prompts involves carefully 

choosing specific words, phrase structures, and 

their order to elicit the desired AI behavior. 

However, to date, the question of the most 

effective strategy for developing instructions-

prompts remains open, with some approaches 

described in the [5], [16]. 

While mechanisms such as model 

training and fine tuning exist in ChatGPT, they 

can be expensive and require large, carefully 

selected datasets. 

The use of ontologies or metaontologies 

as a repository of system behaviour rules is 

discussed in [16]. In this approach, the 

ontology serves as a decision-making module, 

guiding ChatGPT on how to process certain 

types of data and present them in the user 

interface. By incorporating ontologies to 

specify ChatGPT behavior and using 

structured prompts, we can develop a powerful 

ontology-driven system. This system enhances 

ChatGPT's ability to adapt and learn in specific 

domains by exploiting the flexibility of 

prompts and capitalizing on the knowledge 

stored in the ontology. 

The fundamental concepts of 

information systems with ontology-driven 

architecture are discussed in detail in [17], 

[18]. An ontology-driven information system 

includes several key elements: 

− knowledge base (usually represented as 

a finite set of systematically integrated 

knowledge bases in specific subject areas); 

− output mechanism; 

− application processing subsystem; 

− interfaces (UI, API) for user interaction 

and/or integration with the external 

environment. 

However, it is important to note that the 

issues associated with these methods, such as 

ensuring accurate entity extraction and 

generating accurate SPARQL queries, are 

complex and beyond the scope of the current 

research [19] – [21]. 

In summary, in a classic sense, an 

ontology serves as the main repository of 

information in the system, and not as a 

container for rules and instructions for 

organizing the work of the system [22, 23, 24]. 

Nevertheless, the considered approach 

includes elements of ontological engineering. 

For example, such methods as extraction of 

named entities, analysis of the associated 

context, and automatic generation of formal 

SPARQL queries [22] from natural language 

phrases provided by the user. 

 

The aim of research 

Develop methods for generating 

meaningful natural language answers 

involving a large language model using 

ontological approaches and natural language 

contexts. 

 

The main material 

Using a large language model as a 

component of an ontologically guided dialog 

system. 

The presented methodology can be 

divided into two key components, each of 

which has a separate purpose in the 
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development of the OntoChatGPT system. 

This system enables the provision of 

information and inference (according to the 

definition given in «The explanatory 

ontograph dictionary for knowledge 

engineering» – expanding the knowledge base 

by deriving new information from existing 

knowledge units; this process includes various 

operations, with logical deduction being a 

notable case) based on a specific set of 

contexts, functioning as a dialogue system. 

Logical deduction involves inferring new 

information based on established facts, rules, 

and logical principles. 

First, a prompt-based meta-learning 

technique was developed to generate 

structured prompts for ChatGPT. Structured 

prompts are used to instruct ChatGPT's meta-

learning process, allowing it to generate more 

contextual and accurate answers. We delve into 

the methodology behind the development and 

implementation of these prompts, highlighting 

their importance in improving ChatGPT's 

conversational capabilities. 

The second part of the methodology 

focuses on the development of an automatic 

ontology-driven dialog system that combines 

ChatGPT and structured prompts. The main 

idea of this system is to bring together specific 

subject areas and related contexts that may 

contain domain-related information that is not 

fully covered in the ChatGPT knowledge base. 

These contexts are stored in a database, such as 

MongoDB or a relational database, and are 

associated with sets of named entities with 

their own ontological structure. In addition, 

sentiment analysis can be used to classify 

contexts. The binding of named entities to their 

respective contexts includes semantic 

components that specify the entity's role in the 

context. 

These additional features aim to increase 

the relevance and clarity of the selected 

context for further processing. To automate 

these processes, we use our previously 

developed tools [17, 18, 25, 26] and 

incorporate pre-trained BERT-based 

transformer models such as [27]. 

Formation and use of structured prompt 

instructions. ChatGPT proves to be a valuable 

resource for semantic analysis and extraction 

of named entities from user-supplied phrases. 

Structured prompt instructions are created 

specifically for this purpose. In addition, 

ChatGPT is used to analyze the intentions 

expressed in user phrases. The identified 

intentions and their corresponding named 

entities, as well as a list of contexts selected 

from the knowledge base, are then provided as 

input to ChatGPT. These inputs are 

accompanied by appropriate structured 

prompts that explain the information to be 

retrieved and the desired presentation format. 

One of the features of the system is the 

flexibility of its structured prompts for 

ChatGPT. Instead of hard-coded prompts, they 

are dynamically generated based on the 

specific situation using instructions provided 

in the form of a meta-ontology. This meta-

ontology describes the fields that should be 

included in the JSON (or XML) structure and 

the corresponding prompt phrases that should 

be inserted. Each instruction or structured 

prompt for ChatGPT has its own set of fields 

and predefined values that can be included in 

it. In addition, the prompt contains a template 

structure for the answer, which ensures 

consistency and simplifies further processing. 

The generation of prompt phrases uses proven 

techniques from [7, 12] to produce efficient 

and coherent instructions. 

The prompt can contain various possible 

intentions, such as “quantity”, “method of 

action”, “object”, “subject”, “action”, “place”, 

“direction”, “place of action”, “conditions”, 

“instrument”, “cooperation”, “relation”, 

“reason”, “sequence”, “origin”, etc. These 

intents represent semantic categories and 

provide a basis for understanding the user 

request. In addition, the structured prompt 

contains fields for the information to be 

provided, the language used, and other 

technical details related to input and output. 

Named entity detection is performed by 

ChatGPT using a different instruction. The 

result should provide lemmatized words 

grouped by entities, indicate the type of each 

group (noun or verb), and specify the main 

word in each group. 

The results of such an analysis can then 

be used in the respective dialog information 

system to implement the processing of selected 

contexts in order to synthesize the answer in 
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accordance with the intentions expressed by 

the user in the text transmitted to the system. 

The concept of the OntoChatGPT dialog 

system, which includes a combination of an 

ontological approach and a large language  

model. To provide a visual representation of 

the overall system diagram, we provide a 

context/container C4 model diagram, as shown 

in Figure 1. This diagram provides a 

comprehensive overview of the system 

architecture, showing the interactions between 

the various components and their relationships. 

It serves as a visual guide to understanding the 

basic structure and functionality of the 

OntoChatGPT system.

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1.  Context/container C4 model diagram of the OntoChatGPT information system.

 

Discussing 

To confirm the results obtained in the 

work, an experiment was conducted aimed at 

reverse synthesis of natural language sentences 

based on their ontological representation using 

a large language model. 

The essence of the experiment was as 

follows. From the test ontology created on the 

basis of the text «Склад обчислювальної 

системи», individual sentences and their 

corresponding pairs of entities with semantic 

categories that combine them within a given 

sentence were extracted using a Cypher query. 

Then, with the help of a special instruction-

prompt, the big language model (ChatGPT) 

was given the task of creating a grammatically 

correct sentence in Ukrainian based on a set of 

entity pairs given the specified semantic 

relations between them. The instruction-

prompt provides an explanation of the model, 

what exactly the available semantic categories 

represent, in particular, in the aspect of 

creating a sentence. The original sentence itself 

was not submitted to the system. 
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The result was the generated sentence 

and the model's own estimate of the probability 

that the sentence was reproduced correctly. 

10 sentences from the specified text were 

used for the test. 

To compare the sentence formed on the 

basis of the ontological representation with the 

original one, the cosine similarity index was 

applied.  

The values of the quantitative estimates 

characterizing the closeness of the sentence 

formed with the help of a large language model 

to the original are shown in Table 1. The table 

compares the values of the obtained cosine 

similarity under the conditions of different 

methods of vector representation of the 

analyzed sentences (original and formed).

Table 1. Quantitative assessments of the quality of reverse synthesis of sentences from ontological representation 
 

 

 

 

 

 

 

 

 

The table shows that the language 

vectorization models xx_ent_wiki_sm and 

uk_core_news_lg lead to fairly high values of 

cosine similarity (0.8716 and 0.8108, 

respectively). At the same time, a simpler 

vectorization method based on tf-idf yields 

significantly lower average values and a large 

range of variation. 

A combined system called 

OntoChatGPT was created that uses large 

language models, including the ChatGPT API, 

and an ontological knowledge base for meta-

learning and improving such models. The 

peculiarity of this system is the presence of a 

meta-ontology that creates structured prompt 

instructions for a large language model. This 

approach significantly enhances the 

capabilities of a strong language model by 

providing it with access to selected pieces of 

specialized information from a narrow subject 

area, which increases the content and 

relevance of the answers provided by the 

mode. 
 

Conclusions 

A combined system called 

OntoChatGPT was created that uses large 

language models, including the ChatGPT API, 

and an ontological knowledge base for meta-

learning and improving such models. 

Thepeculiarity of this system is the presence of 

a meta-ontology that creates structured prompt 

instructions for a large language model. This 

approach significantly enhances the 

capabilities of a strong language model by 

providing it with access to selected pieces of 

specialized information from a narrow subject 

area, which increases the content and 

relevance of the answers provided by the 

model.  

An experiment was conducted on the 

reverse generation of natural language 

sentences based on their semantic 

representation in an ontological knowledge 

base, for which a large language model 

(ChatGPT) was used and corresponding 

instructions-promts were created for it. 

Although the results of the experiment show a 

fairly high cosine similarity between the 

original and generated sentences and the 

general meaning of the original is generally 

preserved, there is a noticeable distortion of the 

form and style of the phrase. This approach 

confirms the relevance of text generation 

systems based on ontologies with rules and 

templates, which can provide better results 

when solving this particular task compared to 

large language models. 
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