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ENHANCING REGRESSION FORECASTING WITH HYBRID 

ENSEMBLE–NEURAL NETWORK MODELS 
 

Abstract. In regression forecasting problems based on large-scale and noisy datasets, there is often a need to 

choose between classical machine learning algorithms and modern neural network methods. Classical methods are 

simpler and more interpretable, while neural networks are better at handling heterogeneous and high-dimensional data, 

although they require more resources and more difficult fine-tuning. This paper presents a comparative analysis of the 

Random Forest (RF), XGBoosting, and Dense Neural Network (DNN) regression models for processing large tabular 

datasets. In particular, the IMDb dataset from the Kaggle platform was analyzed. Special attention was focused on 

studying the possibility of improving the performance of the prediction by combining RF and XGBoosting ensemble 

methods with DNN models.  

It was found that the RF model demonstrated acceptable predictive quality, namely, a coefficient of 

determination (R²) was 0.8640. The XGBoosting-based model showed a considerably better result, with an R² of 

0.9245. The basic DNN model was characterized by the R² value of 0.8990. After optimizing the hyperparameters of 

the DNN model, the R² increased to 0.9179. A hybrid approach has been proposed as an additional way to improve the 

effectiveness of the DNN model. In particular, the distributions of features according to their impact on the prediction 

accuracy determined by the RF and XGBoosting methods were used as weighting coefficients for the DNN model 

feature vector. As a result, the most accurate forecast was obtained. The coefficients of determination R² were 0.9283 

and 0.9302 for the RF-DNN and XGBoosting-DNN hybrid models, respectively. The obtained results can be used to 

develop predictive models based on heterogeneous and high-dimensional tabular data.  

Keywords: forecasting, model efficiency, machine learning, ensemble methods, dense neural networks, feature 

engineering.  

 

Introduction  

The rapid growth of data volumes 

generated from many sources, such as various 

Internet services, financial and medical 

systems, Internet of Things sensors, etc., is 

increasing the need for effective methods of 

data processing, analysis, and forecasting. In 

particular, when it comes to regression 

forecasting based on large-scale and often 

noisy datasets, there is a need to choose 

between classical forecasting algorithms, 

optimized machine learning methods, or 

modern neural network approaches [1]. 

On the one hand, classical methods (e.g., 

linear regression and regression trees) and 

ensemble approaches such as Random Forest 

(RF) and XGBoosting are characterized by 

relative ease of implementation, 

interpretability, and resistance to overfitting [2-

5]. At the same time, neural network models, 

particularly the Dense Neural Network (DNN), 

demonstrate great potential when handling 

high-dimensional, heterogeneous, and 

nonlinear data [6,7]. However, they often 

require significantly more computational 

resources, a more complex setup, and 

optimization [8].  

In the context of regression problems on 

large data sets, some technical challenges arise, 

the solution of which determines the 

effectiveness of subsequent analysis. In 

particular, along with the existing advantages, 

the complexity of model tuning also increases. 

For example, one of the key challenges in 

using deep learning models is their tendency to 

overfit, high sensitivity to the choice of 

hyperparameters, and the need for significant 

computational resources [9]. Besides, a fine-

tuning process is necessary, i.e., optimizing the 

weights of pre-trained networks by additional 

training on the target dataset to ensure high 

efficiency of the applied neural network 

training algorithms. Fine-tuning makes it 

possible to adapt the model architecture to the 

specifics of a particular task, reducing the 

generalization error. Transfer learning, layer 

https://doi.org/10.15407/jai2025.02.___


ISSN  2710 – 1673   Artificial  Intelligence   2025   № 2 

 

97  

freezing, learning rate scheduling, dropout 

regularization, and L2-normalization can be 

highlighted as popular approaches to fine-

tuning [10]. In particular, domain adaptation by 

fine-tuning DNN models in regression 

problems significantly increases accuracy, 

even with a limited training sample size [11]. 

When using large datasets such as IMDb or 

Kaggle Housing Dataset, neural network 

methods also provide advantages in accuracy 

compared to classical models, especially under 

conditions of high variability of input features 

[1].  

Therefore, research into the effectiveness 

of neural network algorithms and the feasibility 

of using traditional approaches in real-world 

conditions is gaining practical importance. This 

is especially true in cases where there is a 

trade-off between accuracy, speed, and 

interpretability of solutions. Balancing 

accuracy and speed is especially important 

where system response time is critical. This 

applies, in particular, to online 

recommendations, dynamic pricing, financial 

transaction monitoring, and medical 

applications, where the speed of prediction can 

impact the quality of life for patients. In such 

conditions, optimizing the model architecture, 

reducing the input features (feature selection), 

and using incremental learning can 

significantly reduce resource consumption 

without losing the quality of the forecast [12].  

In this paper, the effectiveness of the 

classical ensemble RF and XGBoosting 

models, as well as the DNN architecture for 

regression analysis of large amounts of data, is 

investigated through empirical comparison. 

Particular attention is focused on improving the 

performance of deep learning models through 

fine-tuning and a hybrid approach application. 

According to the hybrid approach, feature 

engineering that considers the feature impact, 

determined by the ensemble methods, on the 

model accuracy is proposed. The obtained 

results can improve the understanding of each 

approach's applicability limits and formulate 

recommendations for the choice of models in 

the practical problems of regression on big 

data.  

 

 

 

Methods and means of implemen-

tation 

The study is based on the IMDb Top 

5000 Movies Dataset from the Kaggle open 

platform, which contains structured 

information about the most popular movies 

[13]. Each record in the dataset includes 

various characteristics, such as the movie title, 

start year, genre, information about the 

director and main actors, movie length, 

country of origin, language, production 

company, IMDb rating, number of votes, and 

gross revenue. The target variable for the 

regression problem is the IMDb rating, 

represented as a real continuous value in the 

1.0–10.0 range. The resulting dataset 

consisted of 5000 complete records containing 

input characteristics and the target value. The 

dataset provides a diverse basis for 

investigating regression models on 

heterogeneous tabular data because it includes 

structured numerical values and categorical 

attributes that reflect movie metadata.  

A classic scheme for dividing the initial 

data set was applied: 80 % of the total data 

was used for training models, and the 

remaining 20 % was used for testing to ensure 

objective comparison of models and 

reproducibility of experiments. Using the 

train_test_split function with the 

random_state=42 fixed parameter at the 

distribution eliminates random deviations in 

sample formation during re-runs. An 

additional 20 % of the training sample, which 

amounts to 16 % of the full dataset, was 

allocated to the validation sample to control 

the learning process, select the optimal 

number of epochs, and prevent overtraining of 

the DNN-based models.  

Two different approaches to supervised 

learning, the ensemble RF and XGBoosting 

regressors, as well as DNN-based models, 

were studied. The models were implemented 

in Python using powerful open libraries, 

including OpenDatasets, Pandas, SKLearn, 

NumPy, Torch, and TensorFlow. The scikit-

learn library, which supports parallel 

execution thanks to the n jobs parameter, was 

used to implement the ensemble models. The 

basic and optimized models based on DNN 

were implemented using the PyTorch and 

TensorFlow libraries, respectively. In 
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addition, regularization techniques, including 

Dropout, Batch Normalization, and Early 

Stopping, were applied to reduce overfitting 

and improve generalization ability [14].  

Three common regression metrics, 

namely Mean Absolute Error (MAE), Root 

Mean Squared Error (RMSE), and the 

coefficient of determination (R²), which 

reflects the degree of correspondence between 

the predicted values and the actual ones, were 

used to evaluate the performance of the 

models quantitatively. RMSE is sensitive to 

anomalies and serves as an important 

complement to MAE in detecting model 

instability. In general, the use of these metrics 

provides a balanced assessment of the 

prediction quality and generalization ability of 

the models.  

RMSE, MAE, and R² were calculated 

based on a single test sample not used during 

model training. The chosen methodology for 

data distribution and model evaluation follows 

common machine learning practices to ensure 

the validity of the results [15,16]. A fixed seed 

avoids distortion of the results due to sample 

fluctuations, and the same test sample is a key 

condition for a fair comparison of models 

[17].  

 

Data analysis and pre-processing 

Exploratory data analysis was an 

important research stage that ensured the 

formation of a feature matrix for machine 

learning models. The analysis revealed four 

groups of features:  

• identifiers and links (tconst, 

primaryTitle, IMDbLink, Title_IMDb_Link); 

• numeric metadata (startYear, 

runtimeMinutes, numVotes, averageRating, 

rank); 

• categorical features with low 

cardinality (directors, writers); 

• categorical features with potentially 

high cardinality and multi-labels (genres). 

The cardinality of categorical variables 

was assessed to convert them into numerical 

data. The features "directors" and "writers" 

had more than 2 and 4 thousand values, 

respectively. Therefore, these categorical 

features were encoded using median coding, 

as applying direct one-hot coding here would 

have resulted in the “curse of dimensionality” 

[18]. In this way, the qualitative "reputation" 

of the film's creators has become a 

quantitative compact feature with real 

prognostic content. The “genres” predictor 

contains about 5 thousand unique 

combinations, so a direct division into 23 

atomic genres ('Action', 'Adventure', 

'Animation', 'Biography', 'Comedy', 'Crime', 

'Documentary', 'Drama', 'Family', 'Fantasy', 

'Film-Noir', 'History', 'Horror', 'Music', 

'Musical', 'Mystery', 'News', 'Romance', 'Sci-

Fi', 'Sport', 'Thriller', 'War', 'Western') was 

employed for coding. In addition, the 

"PrimaryTitle" predictor was converted to two 

numeric attributes: the length of the title in 

characters and the number of words in the 

title.  

The correlation matrix was constructed 

to identify linear relationships between input 

data. Fig. 1 illustrates the most statistically 

significant relationships between the data. As 

a result of data analysis, it was found that the 

key predictors are the reputation of the 

director and screenwriter. Besides, a moderate 

positive relationship was found between the 

movie rating and the number of votes, and a 

weak negative relationship with the start year. 

The duration and genre of the film can also be 

used as informative predictors.  

Rank expectedly had a strong inverse 

correlation with the IMDb rating and was 

removed together with irrelevant attributes to 

avoid information noise and data leakage. 

  

Results and discussion 

The performance of non-optimized and 

optimized models was analyzed using various 

metrics to explore ways to improve the 

predictive models. Optimization of models 

based on the RF and XGBoosting methods 

includes using pre-prepared data, which 

reduces noise, collinearity, and the risk of data 

leakage, and setting the optimal parameters 

for each model to ensure the highest accuracy 

and stability of the results.  

The results of testing the models based 

on ensemble methods for predicting the movie 

rating are presented in Table 1. It can be 

concluded that RF is a reasonably strong base 

model that has demonstrated high stability and 

good accuracy without complex tuning. The 

XGBoosting-based model showed 
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significantly better results according to the MAE, RMSE, and R² metrics.  
 

 

Fig. 1. Correlation matrix of the pre-prepared dataset  

 

 
 

Fig. 2. The distribution of features according to their impact on the RF model accuracy  
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An important aspect of ensemble 

methods is their ability to estimate the 

influence of each feature on prediction 

accuracy. In particular, Fig. 2 and Fig. 3 show 

the normalized distribution of features on their 

importance for the developed movie rating 

prediction models. The resulting distributions 

will be used in the hybrid forecasting 

approach.  

In general, the DNN-based models 

demonstrate high forecasting efficiency (see 

Table 1). However, the accuracy of the 

models significantly depends on the 

architecture and parameters of the DNN. The 

lowest accuracy was demonstrated by the 

basic model, whose architecture consisted of a 

limited number of layers and neurons (Fig. 4).  

 

Table 1. The IMDb rating forecasting accuracy  

 

Model 
Metric  

MAE RMSE R² 

RF 0.0916 0.2257 0.8640 

XGBoosting 0.0870 0.1670 0.9245 

Basic DNN 0.1311 0.1945 0.8990 

Fine-tuned DNN 0.1162 0.1754 0.9179 

RF-DNN 0.0828 0.1638 0.9283 

XGBoosting-DNN 0.0883 0.1606 0.9302 

 

 

 

 

Fig. 3. The distribution of features according to their impact on the XGBoosting model accuracy  
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Fig. 4. Basic DNN model parameters 

 

To improve performance and provide 

more accurate predictions, the basic DNN 

model has been refined using hyperparameter 

optimization. A comprehensive approach to 

fine-tuning the structure and hyperparameters 

of models, which combines manual and 

automated settings, has been applied [19]. The 

optimal choice of parameters, including the 

number of layers, the number of neurons in 

each layer, types of activations, the optimizer, 

and the initial learning rate value, was 

determined through experimental selection on 

the validation sample. In particular, the 

number of layers was increased to 4 with a 

gradual decrease in neurons: 256 → 128 → 64 

→ 32 (Fig. 5). A larger number of layers and 

neurons makes it possible to capture non-

linear interactions between many features.  

In addition, a stochastic regularization 

technique with the parameter dropout = 0.2 

and L2-normalization was applied. Using 

Batch Normalization has made learning faster, 

and LeakyReLU activation improved stability. 

Reducing the batch size (from 64 to 32) helps 

minimize error by updating the weights more 

frequently. The optimal learning rate = 0.001 

was determined using the Adam optimizer.  

Optimizing the architecture of the DNN-

based model provides better forecasting 

results. In particular, a decrease in the MAE 

and RMSE values and an increase in the R2 

were found.  

 

 

 

Fig. 5. Fine-tuned DNN model parameters 
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The next step to improve the 

performance of the DNN-based model was to 

apply a hybrid approach. In particular, the 

feature importance values obtained by the RF 

and XGBoosting methods were used as 

weighting coefficients for the feature vector of 

the neural network models. As a result, a 

noticeable reduction in MAE and RMSE 

values was observed in the hybrid models, 

indicating a decrease in the number or 

absence of significant errors (see Table 1). 

The values of the coefficient of determination 

R² were 0.9283 and 0.9302 for the RF-DNN 

and XGBoosting-DNN models, respectively. 

The obtained results confirm the high 

potential of neural networks in regression 

problems with heterogeneous tabular data.  

 

Conclusions  

The paper studies the effectiveness of 

classical ensemble and neural network 

regression methods applied to tabular datasets. 

In particular, the performance of the RF, 

XGBoosting, and DNN models in default and 

additionally tuned configurations was 

compared using the IMDb dataset from the 

Kaggle platform. Besides, the possibility of 

combining ensemble methods with the DNN 

model to improve prediction performance was 

investigated.  

The analysis highlighted the sensitivity 

of neural networks to architectural design and 

hyperparameter tuning. The improvement in 

DNN performance was achieved by 

increasing the number of layers, adjusting the 

batch size, and applying appropriate 

regularization. The hybrid RF-DNN and 

XGBoosting-DNN models, the feature vectors 

of which are weighted using the distribution 

of the importance of features, provide the 

highest accuracy of forecasting with the 

coefficient of determination R² of about 0.93.  
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