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B crarri mpomoHyeThCsS MiAXiA aBTOMAaTH3allii OHTOJOTIYHOTO aHaji3y TEKCTOBOL
iHpopmamii 3 BUKOPUCTAHHSAM Yy3arajabHEHOro irepaniiHoro anmroput™my (OIA) iHZYKTHBHOTO
MoJienmoBaHHsA. OnMcaHo TEXHOJIOTII0 300py 1 COpTyBaHH iH(opMaIlii, sika BKIIOYae B cede YOTUpU
eranu: ¢opmarizaiis BXiTHHUX JaHUX (BUTATYBaHHS JaHUX 13 30BHINIHIX JDKepen, ix
TpaHcopmarlisi Ta 3aBaHTaXEHHsI B CXOBHIIE); aHaNi3 AaHUX (3a gomomoror OIA iHAYKTHBHOTO
MOJICITIOBAaHHS); BHW3HAYeHHA iH(poOpMamii 0 KOHKPETHOI OHTOJNOTIl (€K3eMIUIIpY OHTOJIOTII);
CTBOpPEHHSI HOBHX OHTOJIOT1i (€K3eMILISPiB) HA OCHOBI MpoaHai3oBaHoi iH(opmaiii.

Knrouosi cnosa: ananiz oanux, onmonocis npeomemnoi ooracmi, oHmonociuna ingopmayis,
iHOYKMu6He MOOeN08anHs, Y3a2albHeHull imepayiiHull aneopumm, Cmpykmypu 0aHux, o0opobka ma
30epieannus ingopmayii.

The paper proposes an approach for automation ontological analysis of text information
using generalized iterative algorithm (GIA) of inductive modeling. The technology for the
information collecting and sorting, which includes four phases: input data formalization (extract
data from external sources, their transformation and loading in the repository); data analysis (using
the GIA inductive modeling); information definition to a specific ontology (ontology instance); new
ontologies creation (instances) based on analyzed information.

Keywords: data mining, domain ontology, ontological information, generalized iterative
algorithm , inductive modeling,, structures of data, handling and storing of information.

B craree mpemaraercs MmoaxoJ aBTOMATH3alMM OHTOJOTMYECKOro aHalu3a TEKCTOBOH
nHpOPMALIUU C UCIIOIB30BaHUEM 0000IIEHHOr0 UTepanroHHoro anropurma (OMA) HHAYKTUBHOTO
MojenupoBanus. OnucaHa TEXHOJIOTHS cOOpa U COPTUPOBKU MH(pOpPMAIMM, KOTOpas BKIKOYAET B
ceOss yerblpe HTama: (opManu3anusi BXOIHBIX [aHHBIX (M3BJICUEHHE JAHHBIX W3 BHELIHHX
HWCTOYHHUKOB, UX TpaHchopMaIus M 3arpy3ka B XpaHWIHIIE); aHAIW3 JaHHbIX (¢ momombio OMA
WHAYKTUBHOTO MOJETUPOBAHHUA); oONpeAeseHrne HHPOpMauu K KOHKPETHOH OHTOJOTHHU
(3K3eMIUISIpy  OHTOJIOTHH); CO3/JaHME HOBBIX  OHTOJIOTMH  (PK3EMIUIIPOB) HA  OCHOBE
MIPOAHATM3UPOBAHHOMN HH(OPMAIIHH.

Kniouesvie cnosa: ananuz O0aumvlx, OHMONO2UL NPEOMEMHOU O00AACMU, OHMONOSUYECKAs
ungopmayus,  UHOYKMUBHOE  MOOenUuposanue,  O0OOOWEHHBIN — UMEPAYUOHHBIU  AN2OPUMM,
CmMpYKmypbl O0AHHBIX, 00pabomka u xparenue uHGOpMayuu.

Introduction. With the growth of the accumulated information databases
requires new data mining methods, algorithms and software for provide access to
information, many of which should be classified as artificial intelligence systems [
systems of knowledge processing. The development of adequate and relatively simple
programs that will "extract" the knowledge of the data, will greatly facilitate the work
of human.

One of the most effective approaches to the text documents meaning detection
and processing is the ontologies [1]. An ontology defines the terms used to describe
and represent the knowledge of a particular subject area. Ontologies include
computer processing for the basic concepts definition in the domain and the
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relationships between them [2]. To obtain a database of ontologies and their models
can be used inductive selfl lorganization models based on experimental data
(inductive modeling). This approach to modeling instead of the traditional deductive
path "from the general laws operation of the facility — a particular mathematical
model" is used an inductive approach "from specific observations — to the general
model": the researcher hypothesizes about the possible models class and sets the
criteria to choose the best models in this class. Computer processing allows to
minimize the influence of subjective factors and get the model as an objective result
[3114]. Ontology model is obtained as algorithm result.

1. Domain ontology
Formally, an ontology can be defined as the set of

0= (LacaF}aFcaRh) ) where L= {(Wiﬁxi)}izl,n :
L [ glossary domain,

w, [] term,

x;, || term rating relative to the other terms,

C [ concepts set,

F,(L) — C [ concepts function interpretation that associates each concept a
terms set from the dictionary,

R, [ hierarchy relationship between the concepts [4].

The domain ontology describes the scientific knowledge domain, defined by
specific subject. It may include a defined concepts hierarchy built on ontology
concepts. All these hierarchies can be linked through associative relationships, some
of which will be inherited from the basic technologies, and some will reflect the
specifics of the subject area. Introducing concepts formal descriptions and problem
domain in the concepts form and relations between them, the ontology should be
asking structure for representing real-world objects and their relationships that
composes the knowledge base.

Thus, the data will be presented in the form set of information objects different
types and the relationships between them. Information object, we assume a data
representing a set of text information specific area, relevant to some notion of
ontology. To determine the appropriate ontology, the text information will be
analyzed using a generalized iterative algorithm of inductive modeling.

2. Collecting and sorting information technology

Collecting and sorting information technology includes the following steps:
1. Formalizing the input data (extract data from external sources, their
transformation and loading in the repository);
2. Data analysis/mining (using inductive modeling GIA)
3. Information determination to a specific ontology (ontology instance).
4. Create a new ontology (instances) on the basis information analyzed.
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Step 1. Formalization submitting input data

Data [] is a presentation of facts and ideas in a formalized form suitable for
transmission and processing of information in some process [6].

At this step, each document is represented as a set of terms, the set of
documents is divided into subsets of documents similar topic (clusters), this results in
terms of one subjects group. This allows to establish a relationship between terms and
concepts. Each term is characterized by the frequency of occurrence (weight).

Problem 1is solved using the algorithms of inductive modeling. To solve
problems using algorithms inductive modeling inputs must be strictly formalized and
reduced to a tabular form. To solve this problem, the data need to be extracted from
external sources, transformed and downloaded into the repository. Deleting data [ is
a copying from the operational systems, documents and other sources, providing data
integrity and uniqueness. Transformation involves the transformation of data to
overall appearance, delete the errors, bind to dimensions. Transfer of transformed
data storage is performed on the stage image. Integrated into the system can be used
as data for the construction of direct reports, and further analysis using data mining
algorithms.

Then we analyze input data characteristics in the inductive modeling tasks on
various parameters.

In [7] used set theory to formalize the presentation of data at each construction
models stage using GMDH algorithms. We have the following components (built
using analysis method of structural identification [8]):

W=(X,Y) — data set (sequence N values random variable Y, that

characterized M features X')
W:{wj},jzl,J,J:n-m,n:
NW —norm data set NW = {Wj =1
F — classes of models set ' = {fk },k =1LK;

G — generators structures models set G = {gl },l = I,_L;

P — set of parameter estimation structures methods P = { D },r =1,R;
CR — models criteria set CR = {crq }, q=10;

V — classification models set V = {v, },¢ = 1LT.
Then constructing set process of all possible models can be represented as a
direct product of components sets Z=W xXNW xFxGxPxCRxV . Some set

elements Z, as described z, = {Wj,wj,ﬁ,g,,p,,crq,v,} ,

j=1J,k=LK,I=1,L,r=1,R,q=1,0,t=1,T, i=1,1,1=J-K-L-R-O-T , will be
considered as specific data that have been stored in an environment at a particular
passage full cycle simulation.

Step 2: Analysis of data
Documents clustering will be made on the basis of generalized iterative
algorithm inductive modeling (GIA).
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Let us briefly consider the iterative structure of algorithm used for solving the
general problem of search for a better model under such formulation:

/" =argmin CR(y, f(X,0,)), (1)

A

where 0 r1s an estimation of parameters for any partial model fe® , CR is a

model quality criterion for selection of optimal model.

The set ® of models being compared can be formed by various generators of
model structures of diverse complexities. All structure generators developed within
the GMDH framework naturally divided into two main groups — sortingl lout and
iterative ones which differ by techniques of variants generation and organization of
search of a given criterion minimum. For simulation will be used the generalized
iterative algorithm, GIA GMDH, fig.1 [9].

Formally, in the general case for layer r define the GIA GMDH as follows:

1) the input matrix is X, 1 = (V] sees VE>Xpoee0s X))

2) apply the operators:
W= fOL Y, 1=12,..,C, ij=LF @)
and
V= G x ), =12, Fmyi =1L F, j=1,m 3)

with a quadratic partial description
z=f(u,v)=ay+au+a,v;
z=f(u,v)=ay+au+a,v+auv; (4)

z=f(u,v)=a, +a1u+a2v+a3uv+a4u2 +a5v2.

3) for each description is the optimal structure (an example for the linear partial
description):

Sw,v)=a4d, +a;du+a,d,v, (5)

where d;, k=123, d, ={0,1} are structural elements of the binary vector

d =(d,d,dy) taking values 1 or 0 (inclusion or not a relevant argument). Then the

best model will describe: f (u,v,d opt) , where

dOPt :arglnflli_l’lCRZ, q:2p _1, fopt (M,V) = f(uavadopt) (6)
=L,q

4) the algorithm stops when the condition CR" > CR™™ is checked, where

CRV,CRV_I are criterion values for the best models of (»—1)[Ith and r[Ith layers
respectively. If the condition holds, then stop, otherwise jump to the next layer.
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Ybest model
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Fig.1. The generalized iterative algorithm schema

Define the GIA GMDH as many iterative and iterative combinatorial
algorithms, described by vector of three elements DM (Dialogue Mode), IC
(Iterative ]Combinatorial), MR (Multilayered [ Relaxative), ie any iterative algorithm
is defined as a special case of a generalized: GIA (DM, IC, MR). This is possible
with the help of specialized program complex of modeling based on iterative
algorithms group method of data handling, which implemented the following
features: automatic and interactive options for organization of user interface,
management through the web interface, ensuring multiaccess. Constructed best model
are presented by system for the graphic and semantic analysis, determined the effect
of the arguments on the target factor, as well as analyzes and selects the most
informative arguments [10].

Step 3. Definition of information to a specific ontology (ontology instance)

After GIA finished will be obtained "ontology model". At this step, the text
information will be analyzed with the help of the models obtained for each ontology
(ontology instance) sorted. Each model will have its own threshold (minimum and
maximum) value based on the error simulation. Thus, as a result of the phase is
determined not only set the partition areas of knowledge, which will include text, but
also the conformity degree of the relevant sections document, which gives reason to
stop or continue the analysis.

Step 4: Creation of the new ontology

At this stage, we have the opportunity to create new instances of ontologies,
which are not in the current knowledge base. After the formalization of the input data
and analysis can remain documents that were not related to any category. Such
documents will be stored in a special data warehouse and analyzed at regular
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intervals on the basis of which will constitute a glossary of terms. The dictionary will
be stored semantic information, which will link elements of the dictionary,
highlighting at the same time a new class of problem and domain.

3. Conclusion

The article describes the approach for automation ontological analysis of text
information using generalized iterative algorithm (GIA) of inductive modeling. The
technology for the information collecting and sorting, which includes four phases:
input data formalization (extract data from external sources, their transformation and
loading in the repository); data analysis (using the GIA inductive modeling);
information definition to a specific ontology (ontology instance); new ontologies
creation (instances) based on analyzed information.
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