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GENERATING (2,3)-CODES

Abstract. The (2,3)-representation of integers utilizes the mixed numeration base
of the radix-2 and the auxillary radix-3. This representation yields a universal
prefix-free binary encoding of all natural numbers with a variety of useful
properties: robustness (self-synchronization), local error corrections, statistic
regularities of code parameters, etc. The paper describes a procedure of
monotonic generation of (2,3)-codewords in ascending order of their lengths.
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A form of integer representation plays an important role in computer architectures

and algorithms. Universal integer representations are also of great importance in

data transmission and compression especially when statistical properties of data are

not known. There is a rich variety of well-known integer representations based on

different numeration systems and properties: classic binary and byte, ternary,

Fibonacci, Elias–Levenshtein [1, 2], two-base numerations [3]. For the first time

the usefulness of integer representations for solving computational and data

transmission problems have been demonstrated in [4, 5].

The (2,3)-numeration system has been introduced and thoroughly studied in [6]. It

uses the representation of positive integers that are coprime with 2 and 3 in the form

x x
n k� �2 31 1

2 , (1)

where x2 is also coprime with 2 and 3, n1 is a maximum possible power of 2. The

recursive use of representation (1) yields a binary representation of integers with

many interesting properties including universality (in the sense of Elias [5]),

existence of delimiters, local error corrections [7], block structured representations

similar to classic Elias �, � and � representations [1] but with much smaller

coefficients than that of Elias. It is worth to note that (2,3)-codes are well suited for

correcting all types of errors investigated in [8]. The set of (2,3)-codewords arises as

a set of words in the binary alphabet {0, 1} obtained from integer representation (1)

through the so-called delta approach. For encoding data by (2,3)-codes, for instance

for data compression or transmission, it is necessary to use an independent

generating procedure of codewords. The main purpose of the presented

communication is to describe a monotonic procedure for generating (2,3)-codes in

ascending order of their lengths. The generating procedure utilizes the structural

property of a (2,3)-codeword as follows. If a codeword u of the length L has the

structural form u k� 0 1�
�, where � starts with 0, then � also is a shorter codeword

for some integer. Therefore if a procedure monotonically generates all codewords �

of lengths less than L then, for obtaining codewords of the length L, one should

prepend a corresponding well-defined prefix 0 1� k to each �. The rules for

correctness of such a prefix are given.

(2,3)-INTEGER REPRESENTATION AND CODING

Let � be the set of natural numbers extended by zero, �2 3, denotes the set of

natural numbers that are coprime with 2 and 3. First, the (2,3)-representation is

12 ISSN 1019-5262. Êèáåðíåòèêà è ñèñòåìíûé àíàëèç, 2020, òîì 56, ¹ 6

© A.V. Anisimov, 2020



defined on the set �2 3, . Let x ��2 3, , x �1. The number x can be uniquely

represented in form (1), where x2 2 3�� , , n1 is a maximum power of 2 such that

x
n� 2 31 mod , x

n� 2 1 . It is easy to see that for any n integers 2n and 2 1n	 have

different residues modulo 3. Thus, in (1) n1 is equal to 
 �log 2 x or 
 � 	log 2 1x . In

the first case we call representation (1) maximal, and in the second case —

minimal.

Applying splitting (1) recursively,we get the sequence of the remaining numbers:

x x x x i t xi
n k

i t
i i

1 1 12 3 1 2 1� � � � �� �, , , , ..., , , (2)

ni is the maximum power of 2 such that xi
ni� 2 3mod and xi

ni	 �2 0, xi�1 is odd

and not divisible by 3.

Examples.

5 2 3 7 2 3 11 2 3 23 2 3 2 31 1 2 3 3 1 1� � � � � � � � �, , , ( );

20152015 2 3 2 3 2 3 2 3 2 3 2 3 2 3 224 19 16 14 13 7 6� � � � � � � �( ( ( ( ( ( ( 2 23� ))))))) .

Consider representation (2). With a number x from �2 3, the numerical sequence

of integer pairs is associated

( , )... ( , )n k n kt t1 1 . (3)

We call (3) the (2,3)-representation of a number x. The pair ( ),n ki i is called

a block. In the sequel, ni�1 denotes 
 ��log ( )2 1xi .

Local properties between pairwise blocks (3) are defined by inequalities as

follows: if the i-th block is maximal then the inequality

0 31 2� 	 	�n n ki i i log (4)

holds. If the i-th block is minimal then the inequalities

	 � 	 	 ��log log2 1 23 3 1n n ki i i (5)

hold. For details see [6].

Using sequence (3), we can construct a �-representation of x

( , )( , )... ( , )� � �1 1 2 2k k kt t , (6)

where � i i i in n k� 	 	�1 . Considering (4) and (5) it is not difficult to prove that

for all � i the inequality � i 
 0 holds [6]. The next step is constructing a binary

representation of x using (6). We want to represent pairs ( , )� k as blocks of the

form 0 1� k . But in this case some difficulties arise with the case � � 0 . To

overcome the “� � 0 problem” we must use some other excessive encoding. The

simplest variant is to use � �1 instead of �. So, instead of (6) we use

( , )... ( , )� �
1
1

1
1k kt t , (7)

where � � ��
i i �1. In its turn (6) can be encoded by the concatenation of binary

block codes

0 1 0 1 0 11
1

1 2
1

2
1� � �k k kt t

� � 0 1 0 0 11 2 1 1 2 3 21 1 1n n k k n n k n k kt t t	 	 � 	 	 � 	 �
� . (8)

From local inequalities (4), (5) we can derive that in representation (8) there is no

block of the form 0111 1 31( , )� � �k . Therefore, we can use this string as

a delimiter denoted herein as # � 0111.
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In order to extend the

(2,3)-representation for all natural

numbers we use a functional

correspondence between � and

�2 3, given by the mapping

x x a� � , where a is the smallest

posit ive number such that

x a� ��2 3, . It is easy to see that a

can only be one of the numbers

from the set {0, 1, 2, 3}. The

structural correspondence between

� and �2 3, given by the mapping

x x a� � is depicted in Table 1.

Thus, there exists a bijective

correspondence between sets �

and { , } { } { , , , }0 1 6 1 0 1 2 3� � � �k

� �{ }6 5k , k � 0 1 2, , , ... .

For the (2,3)-binary

representation of an integer x from

�, we reserve two prefix bits that

characterize a number a in the

correspondence x x a� � and use

the (2,3)-representat ion of

a corresponding number x a� from

�2 3, , C x
2 3,

( )� � b b C x a1 2 2 3,
( )� � ,

where b1 and b2 are two bits from

the binary representation of a.

In [6], representation (8)

appended by # is denoted by C x
2 3,

( )� . The code C
2 3,
� is a set of all words C

2 3,
� , x ��.

C
2 3,
� codes of the first 14 natural numbers are given in Table 2. For instance, 12 is divisible

by 3 and 2. Thus, we must add 1 to it and use the (2,3)-code of 13 as a main body,

13 2 32 2� � , � � 0 , k � 2 , �� �1, C
2 3

12 01 011 0111
,

( )� � .

The code C
2 3,
� is excessive because we use one extra bit for encoding � .

Nevertheless, it gives good metric properties. In [6] we proved that the average

statistical codeword length of C x
2 3,

( )� does not exceed the value 116 2. log x.

Moreover, for some numbers, their (2,3)-representation could be shorter than the

traditional binary form. For comparison, it is worth to note that the length of the

well-known Fibonacci code Fib2 is always equal to �144 2. log x.

RELATIONSHIPS BETWEEN � , k AND log 2 x

Hereinafter, we restrict our considerations only for numbers from �2 3, . In this case

in a codeword we ignore the constant prefix part 00.

Let x has the representation

x x
n k� �2 31 1

2 (9)

for some n1. We call this representation (2,3)-canonical if it coincides with (1), i.e.,

n1 is a maximum possible power of 2 and x2 2 3�� , . The next theorem gives the

internal characteristics of the (2,3)-canonical representation.
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T a b l e 1 . The structural correspondence

between � an �2 3,

� a in binary � 2 3,

6k 01 6 1k �

6 1k � 00 6 1k �

6 2k � 11 6 5k �

6 3k � 10 6 5k �

6 4k � 01 6 5k �

6 5k � 00 6 5k �

T a b l e 2 . The first 14 codes

Number Prefix a
Main body

x a�
Delimiter

1

2

3

4

5

6

7

8

9

10

11

00

11

10

01

00

01

00

11

10

01

00

blank

01

01

01

01

001

001

0001

0001

0001

0001

0 111

0 111

0 111

0 111

0 111

0 111

0 111

0 111

0 111

0 111

0 111

12 01 011 0 111

13

14

00

11

011

0011

0 111

0 111



Theorem 1. Representation (9) is (2,3)-canonical if and only if the inequalities

1
3

1
1 2 2

2

� �
	�

�
�

�

�
�k

n xlog

log

hold. The equality k
n x

1
1 2 2

2 3
�

	�

�
�

�

�
�

log

log
holds true if and only if block (9) is

minimal.

Proof. Necessity. In (9) n x1 2� 
 �log or n x1 2 1� 
 � 	log . Consider the case

n x1 2� 
 �log . This means that (9) corresponds to a maximal block.

It implies inequalities

2 3 2 3 21 1 1 1 1
2

1
2

n k n k n
x x� � ��

; ;

k x n1 2 2 2 13log log� � , k
n x n x

1
1 2 2

2

1 2 2

23 3
�

	
�

	�

�
�

�

�
�

log

log

log

log
.

Consider the second case, n x1 2 1� 
 � 	log .

This gives inequalities:

2 2 3 2 2 3 3 21 1 1 1 1 1 11
2

2
2

n n k n n k n
x x

� �� � � � � �; ,

n x
k

n x1 2 2

2
1

1 2 2

23 3
1

	
� �

	
�

log

log

log

log
.

Considering that k1 is a whole number, we get

k
n x

1
1 2 2

2 3
�

	�

�
�

�

�
�

log

log
.

Sufficiency. Assume that for k1 the inequalities

1
3

1
1 2 2

2

� �
	�

�
�

�

�
�k

n xlog

log

hold.

Consider the case

k
n x

1
1 2 2

2 3
�

	�



�

�

�
�

log

log
.

It implies inequalities

k x n1 2 2 2 13log log� � , x x
n k n� � � �

2 3 21 1 1
2

1
.

Therefore, n x1 2� 
 �log .

Consider the second case

k
n x

1
1 2 2

2 3
�

	�

�
�

�

�
�

log

log
.
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This implies inequalities

n x
k

n x1 2 2

2
1

1 2 2

23 3
1

	
� �

	
�

log

log

log

log
,

2 3 3 21 1 1
2

n k n
x� � � ,

2 2 3 21 1 1 11
2

2n n k n
x

� �� � � .

It follows that n x1 2 1� 
 � 	log .

This ends the proof.

Evidently, n1 = � 1 + k1 + 
 �log 2 2x .

LENGTHS OF (2,3)-CODEWORDS

For further considerations we outline some properties of canonical

(2,3)-representations and corresponding lengths of codewords. Note that we

consider codes on the restricted set �2 3, .

Corollary 1. Let x x
n k� �2 31 1

2 be the canonical (2,3)-representation.

Then 2 31 11
2

n k
x

� � is also the canonical (2,3)-representation.

Proof. Theorem 1 states that the inequalities

1
3

1
1 2 2

2

� �
	�

�
�

�

�
�k

n xlog

log

hold. It is obvious that this inequality implies the corresponding inequality for

n1 1� :

1
1

3
1

1 2 2

2

� �
� 	�

�
�

�

�
�k

n xlog

log
.

Thus, 2 31 11
2

n k
x

� � is also canonical.

Corollary 2. For any integer l l, 
 6, in the code C
2 3,
� there exists a codeword of

the length l .

Proof. If a number x from Corollary 1 has the corresponding codeword of the

length l then the number 2 31 11
2

n k
x

� � produces the codeword of the length l �1 .

For 5 the codeword is 01 0111. Its length is 6.

Corollary 3. For any number x from �2 3, the codeword 01C x
2 3,

( )� is also the

codeword from C
2 3,
� .

Proof. Let x x
n k� �2 31 1

2 be the canonical (2,3)-representation, n x� 
 �log 2 .

Then the word 01
2 3

C x
,

( )� is the codeword for the number 2 31n x� � with � � 0 and

k1 1� .

GENERATING (2,3)-CODES

The obtained correspondence between parameters n1, k1 and x2 in a canonical

representation allows us to construct a monotonic generating procedure producing

C
2 3,
� -codewords for numbers from �2 3, in increasing order of their lengths.
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Let canonical representation (1) for x has the length of its ( , )2 3 -codeword equal to L,

The codeword for x is the concatenation of the code of the first pair ( , )�
1
1

1k and

the codeword of x2 , where

� �
1
1

1 1 2 11 1� � � 	 	 �n n k ,

C x C x
k

2 3 2 3 20 11
1

1

, ,
( ) ( )� �� �

.

The length of the code of ( , )�
1
1

1k is equal to n n k k n n1 2 1 1 1 21 1	 	 � � � 	 � �

� 	 �L C x| ( )|
,2 3 2 , where | |s denotes the length of a string s . It follows that

n L C x x1 2 3 2 2 2 1� 	 � 
 � 	�| ( )| log
,

.

The codeword C x
2 3 2,

( )� has a smaller length than x. Varying all x2 having smaller

lengths of codewords we can get all possible values for n1. Using Theorem 1 for

a fixed n1 , we can choose all possible valid values for k1. The number 1 is encoded by

the delimiter 0111. The next codeword c is 010111 corresponding to the number 5. Its

length is 6. There is no codeword of the length 5.

Let A be an array that listed (2,3)-codewords, Decode c( ) is a decoding procedure

which for a given codeword c outputs the corresponding number x C x c, ( )
,2 3

� � ,

MAX [ ]l i� is a maximum index i in the array A such that | [ ]|A i l� . The smallest value

of l is 4, which corresponds to the delimiter 0111.

Thus, A [1] = 0111, Decode ( )0111 1� , A [2] = 01 0111, Decode (010111) = 5,

A [3] = 001 0111, Decode (0010111) = 7, A [4] = 011 0111, Decode (0110111) = 11,

MAX [4] = 1, MAX [6] = 2, MAX [7] = 4.

The minimum length of a block is 2. It follows that there is no codeword of the

length 5. For convenience, we set MAX [5] = 1. The generation of all codewords of the

length L , L 
 6 , if we have already filled tables A and MAX with smaller codewords,

in a sketch form looks as follows.

Procedure Generate L( )

1. Input: L ;

2. j = MAX [L – 1] + 1;

3. for i = 1 to MAX [L – 2] by 1 do

{

3.1 x Decode A i2 � [ ] ;

3.2 n x2 2 2� 
 �log

3.3 n n L A i1 2 1� � 	 	| [ ]|

3.4 for k = 1 to
n x1 2 2

2 3

	�

�
�

�

�
�

log

log
by 1 do

{

3.4.1 � � 	 	 �n n k1 2 1 ;

3.4.2 A[ j] = 0 1� k A[i];

3.4.3 j = j + 1

}

}

4. MAX[L] = j – 1.
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Comments. Line 2: j is the first index of a codeword having the length L.

Corollary 2 states that it will be the next codeword after the last codeword of the length

L 	1 . Line 3: Corollary 3 shows that the minimal first block of x should only be 01.

Generalization of the aforementioned algorithm for the case of all natural numbers

consists in the additional prepending to the resulting codeword from�2 3, two starting

bits that characterize the value a in the correspondence given by Table 2. To do this it

is necessary to decode the codeword A[ j] (line 3.4.2) and depending on its form 6 1k �
or 6 5k � to create two or four consequent codewords of the same length. We omit this

easy correction of the procedure Generate L( ) extending it to � .
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Íàä³éøëà äî ðåäàêö³¿ 16.06.2020

À.Â. Àí³ñ³ìîâ
ÃÅÍÅÐÓÂÀÍÍß (2, 3)-ÊÎÄ²Â

Àíîòàö³ÿ. Ó (2,3)-ïîäàíí³ ö³ëèõ ÷èñåë âèêîðèñòàíî çì³øàíó ñèñòåìó ÷èñ-
ëåííÿ çà áàçèñîì 2 òà äîïîì³æíèì áàçèñîì 3. Öå ïðåäñòàâëåííÿ ïîðîäæóº
óí³âåðñàëüíå áåçïðåô³êñíå äâ³éêîâå êîäóâàííÿ óñ³õ íàòóðàëüíèõ ÷èñåë ç áà-
ãàòüìà êîðèñíèìè âëàñòèâîñòÿìè: ðîáàñòí³ñòü (ñàìîñèíõðîí³çàö³ÿ), ëîêàëüí³
âèïðàâëåííÿ ïîìèëîê, ñòàòèñòè÷í³ çàêîíîì³ðíîñò³ ïàðàìåòð³â êîäó òîùî.
Îïèñàíî ïðîöåäóðó ìîíîòîííîãî ãåíåðóâàííÿ (2,3)-êîäîâèõ ñë³â ó ïîðÿäêó
çðîñòàííÿ ¿õí³õ äîâæèí.

Êëþ÷îâ³ ñëîâà: ñèñòåìà ÷èñëåííÿ, áàçèñ, ö³ëî÷èñåëüíå êîäóâàííÿ,
ïðåô³êñíå êîäóâàííÿ.

À.Â. Àíèñèìîâ
ÃÅÍÅÐÀÖÈß (2, 3)-ÊÎÄÎÂ

Àííîòàöèÿ. Â (2,3)-ïðåäñòàâëåíèè öåëûõ ÷èñåë èñïîëüçîâàíà ñìåøàííàÿ
ñèñòåìà ñ÷èñëåíèÿ ïî îñíîâàíèþ 2 è âñïîìîãàòåëüíîìó îñíîâàíèþ 3. Ýòî
ïðåäñòàâëåíèå ïîðîæäàåò óíèâåðñàëüíîå ïðåôèêñíî-ñâîáîäíîå äâîè÷íîå êî-
äèðîâàíèå âñåõ íàòóðàëüíûõ ÷èñåë, êîòîðîå èìååò ìíîãî ïîëåçíûõ ñâîéñòâ:
ðîáàñòíîñòü (ñàìîñèíõðîíèçàöèÿ), ëîêàëüíûå èñïðàâëåíèÿ îøèáîê, ñòàòèñ-
òè÷åñêèå çàêîíîìåðíîñòè ïàðàìåòðîâ êîäà è ò. ï. Îïèñàíà ïðîöåäóðà ìîíî-
òîííîé ãåíåðàöèè (2,3)-êîäîâûõ ñëîâ â ïîðÿäêå âîçðàñòàíèÿ èõ äëèí.

Êëþ÷åâûå ñëîâà: ñèñòåìà ñ÷èñëåíèÿ, îñíîâàíèå, öåëî÷èñëåííîå êîäèðîâà-
íèå, ïðåôèêñíîå êîäèðîâàíèå.
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