
UDC 517.9

Î.². VOSKOLOVYCH
Krut Heroes Military Institute of Telecommunications and Information Technologies, Kyiv, Ukraine,
e-mail: olexii.voskolovych@viti.edu.ua.

K.A. CHIKRII
V.M. Glushkov Institute of Cybernetics of NAS of Ukraine, Kyiv, Ukraine,
e-mail: c.kirill@gmail.com.

FAILURE OF CONTROL DEVICES UNDER CONFLICT CONDITIONS

Abstract. The authors consider a nonstationary game problem of control of moving objects in
the case of violations in their dynamics caused by a breakdown or failure of the control
devices. A game situation is analyzed where the moment of failure of control devices is
a priori unknown, and the time required to eliminate it is given. The sufficient conditions for
bringing the trajectory of the conflict-controlled process to the terminal set in a certain finite
time are established. The results are illustrated using a model example with simple motion.
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INTRODUCTION

One of the important areas of artificial intelligence is the methods of decision

making and control in various situations [1–4], including motion control in condi-

tions of conflict and uncertainty. Problems from this area are usually called diffe-

rential or dynamic games, conflict-controlled processes [5–9].

Along with the methods that reveal the structure of the game and are focused on

the construction of optimal strategies in the theory of differential games, there are

approaches aimed at a guaranteed result that give sufficient conditions for completing

the goal without focusing on the issue of optimality. The latter is quite justified from

the practical point of view. These approaches include the first direct method of

L.S. Pontryagin [6] and the method of resolving functions [8]. Both of them are based

on the same principle of constructing the control of the first player using the

measurable control theorems [10].

An attractive feature of the method of resolving functions is that it allows effective

use of the modern technique of set-valued mappings and their selections [11] in

substantiating game constructions and obtaining meaningful results on their basis. The

method, in particular, substantiates the rule of parallel pursuit and the method of approach

along the ray [12, 13], well known to designers of rocket and space technology.

In this paper, the method of resolving functions is used to solve the linear

non-stationary control problem with violations in dynamics arising as a result of

a failure of control devices. Previously, such problems were considered in [14, 15].

The essence of the problem is as follows. The conflict-controlled process develops in

such a way that at some a priori unknown moment the control devices of the first

player fail for the time necessary to eliminate the breakdown and which is known in

advance. Then the process continues until the trajectory hits the terminal set. It is nec-

essary to find conditions for the finiteness of time of the trajectory hitting the terminal

set and control of the first player providing this result [16–18].

In this work, sufficient conditions are obtained for the solvability of the game

problem of approaching the trajectory of a non-stationary conflict-controlled process

with a time-varying terminal set in the event of a temporary failure of control devices.

An illustrative example is given.
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PROBLEM STATEMENT

Let the motion of an object in a finite-dimensional Euclidean space E n be

a non-stationary conflict-controlled process, the evolution of which is given by the

equation

� ( ) ( ) , ( ) , , ( ), ( )z C t z t u z t z t t u U t V t� � � � � � � �� � �� 0 0 0 0 , (1)

where C t( ) is the matrix function of order n , whose elements are measurable and

summable on any finite time interval, the admissible control parameters of the op-

posing sides are measurable selections of the compact-valued measurable

mappings U t( ) and V t( ) . Functions � � ( )t have forms
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where � �, 
 t0 , and � are finite positive numbers, � � ��[ , ],1 2 � �1 2� � ��.

It is easy to see that
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is the well-known Heaviside function [19].

The meaning of the function � � ( )t is as follows. At a moment �, unknown in ad-

vance, the only interval of its possible values is known, the failure of the control de-

vice occurs, and the coefficient at a control u vanishes. It takes a certain time � to

eliminate the fault and then the process of control in a condition of conflict continues.

In addition to dynamics (1), a cylindrical terminal set is given:

M t M M t t t* ( ) ( ), [ , )� � � ��0 0 , (2)

where M 0 is a linear subset from E n , M t( ) is a measurable compact-valued map-

ping and its direct images belong to the orthogonal complement L to M 0 in E n .

The goals of the players are the opposite. The first ( )u strives to bring the trajec-

tory of the process (1) to the terminal set (2) in the shortest time, despite the fault, and

second ( )� — to maximally postpone the moment of the trajectory z t( ) hitting the set

M t* ( ) or to avoid the meeting altogether, using, perhaps, the moment � .

Let us focus on the sufficient conditions for the first player to win in the game

(1), (2) under various-kind information availability.

If the game (1), (2) runs on the interval [ , ]t T0 , Krasovskii’ strategy [7] of the

first player assigns to choose control at the moment t t t T, [ , ]� 0 , in the form of the

measurable function

u t u t z u t U tt( ) ( , , ( )), ( ) ( )� 
 �0 0 � ,

� � �t s s V s s t t( ) ( ): ( ) ( ), [ , ]
 � � � 0 , i.e. based on control prehistory of the second

player. In the same game, Hayek’s stroboscopic strategy [9] assigns to the first

player [7]

u t u t z t u t U t( ) ( , , ( )), ( ) ( )� �0 0 � ,

in addition, with measurable control � �( ); ( ) ( )t t V t� , the function u t( ) must be

measurable.
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SCHEME OF THE METHOD

Let us denote by � the orthoprojector, acting from R n to L , and by �( , )t s — the

fundamental matrix of homogeneous system (1). Consider the set-valued mappings

W t s t s U s t s V s( , , ) ( , ) ( ) ( , ) , ( )� � � � �� � �� � ,

W t s t s U s t s V s s t t( , ) ( , ) ( )* ( , ) ( ), [ , ]� �� �� � 0 ,

* is the operation of geometric subtraction by Minkowski [20, 21].

Pontryagin’s condition. Set-valued mapping W t s( , ) has non-empty direct im-

ages for s, t s t0 � � � �� .

As this takes place, the set-valued mapping W t s( , ) is measurable in s and

closed-valued [21–23]. Therefore [10], there exists a measurable in s the selection

� �( , ), ( , ) ( , )t s t s W t s� , t s t� � 0 , which is measurable in s function at each finite t.

We fix it and set

� � � � �( ) ( , , , ( , )) ( , ) ( , )t t z t t t t z t s ds

t

t

� 
 � � �0 0 0 0

0

� .

Let us denote

� � � �
�

* ( , ) min{ : ( , ), ( , )� � � � ��� � � �

�

t t t s ds
(3)

� ��

�

�

� �W t s ds t s V s ds( , ) * ( , ) ( ) }

� � �

� �

�
�

� .

Condition 1. There is a moment, t t t, 
 0 such that function �( , )� t takes finite

value at each � � ��[ , ]1 2 .

For such t , given Pontryagin’s condition, we consider the set-valued mapping:

R t s t s U s t s( , , , ) { : [ ( , ) ( ) ( , )� � 	 � � �� � � �0 � �

� � � ��� 	 �( , )] [ ( ) ( )]t s M t t }, (4)

� � ��[ , ]1 2 , s � [ , ]*� � , t s t� � 0 , � �V s( ) .

Its support function in direction +1 is called resolving function [22, 23]:

	 � � 	 	 � �( , , , ) : ( , , , )}t s R t s� �sup{ .

For s�[ , ]*� � we set 	 � �( , , , )t s � 0 . In other words, at the interval of failure of

control devices [ , ]� � �� and at the interval of elimination of consequences of an acci-

dent ( , ]*� �� � the resolving function takes zero values.

Under Pontryagin’s condition, the set-valued mapping R t s( , , , )� � is well defined

and has non-empty closed direct images for all admissible values of arguments.

If for some t t
 0 �( ) ( )t M t� , then from (4) it follows that R t s( , , , ) [ , )� � � ��0

and, consequently, 	 � �( , , , )t s � �� at all � �V s( ) , s t t�[ , ]0 . From the theorem on

inverse image and the characterization theorem [10], it follows that the set-valued

mapping R t s( , , , )� � is jointly L B� — measurable in ( , )s � , � �V s( ) , s t t�[ , ]0 .

What is more, the function 	 � �( , , , )t s is L B� -measurable in the same parameters,

under the theorems on support function [10], and therefore is superposition

measurable [21].

Let us denote by � � the set of all measurable selections of mapping V t( ) and

consider the set

T z t t t s s d

t

( ) : ( , , , ( ))
[ , ] ( )

0 0
1 2

0

� 

� 
 �

inf inf
� � � � �

	 � � �
�
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� �
�

�
�

	�

�

�
�

��
1 . (5)
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If for some t, t t
 0 , 	 � �( , , , )t s � ��, the value of integral in (5) is set equal ��.

Then the corresponding inequality is readily satisfied and t T z� ( )0 . In the case when

the inequality in (5) does not hold at all t t
 0 , we set T z( )0 ��.

MAIN RESULTS

The following statement is true.

Theorem 1. Let for a given conflict-controlled process (1), (2) Pontryagin’s con-

dition be fulfilled and the mapping M t( ) , t t� 0 , be convex-valued. Assume that for

a given initial state ( , )t z0 0 there is a measurable in s the selection � ( , )t s ,

t s t0 � � � ��, such that T z( )0 ��, and the moment T T T z, ( )� 0 , satisfies Condi-

tion 1.

Then the trajectory of the process (1) can be brought to the terminal set (2) at the

moment T with the help of appropriate quasi-strategy, despite the failure of control

devices at any moment of interval [ , ]� �1 2 and the time � to eliminate the breakdown.

Proof. Let � �( ), ( ) ( ),t t V t t t� � 0 , be an arbitrary admissible control of the sec-

ond player and � be a moment of failure of control devices, which is a priori unknown

to the first player. Let us define the control of the first player on the intervals [ , ]t0 � ,

( , ]*� �� � , and ( , ]*� T , where � �* ( , )� � T . Since � is the moment of the accident,

and the time � is allowed for its elimination, there is no control of the first player in

the interval [ , ]� � �� , and only the second player acts on the system (1) in his inter-

ests. This negative influence is eliminated on the interval ( , ]*� �� � using the inclu-

sion in (3).

Thus, the accumulation of the resolving function occurs only on the intervals

[ , )t0 � and ( , ]*� T . To implement this process, consider the test function

f t T s s ds

t

t

( , ( )) ( , , , ( ))� 	 � �
 � � �1

0

.

It is absolutely continuous in t, does not increase, what is more, f t( , ( ))0 1� 
 � .

From the definition of the moment T and the well-known theorem of analysis it fol-

lows that there is such a moment t* , t T* � , that f t( , ( ))* � 
 � 0 . The moment of

switching t* depends on the control prehistory � t*
( )
 and the moment of failure of

control devices �. There are two possible options: before the moment of switching t* :

there was no failure of control devices, i.e., t t* [ , )� 0 � , and the moment � has already

come in the past, and it is known, i.e. t T* *( , ]� � . Note that the moment t* depends

on the control prehistory of the second player � t*
( )
 .

In each of these cases, the point t* separates the set [ , )t0 � � ( , ]*� T into the pas-

sive and active parts: on the active section the resolving function is accumulated, and

on the passive one it is equal to zero.

Let t t* [ , )� 0 � , and � �( , , , ( , ) ( )t z T T M T0 0 
 � . Consider the set-valued mapping

U s u U s T s u( , ) { ( ): ( , )( )� � �� � � �� � 	 � � �( , ) ( , , , )[ ( ) ( )]}T s T s M T T� � . (6)

It is a L B� -measurable and closed-valued mapping [22, 23]. Therefore, by the

theorem on measurable choice [10], it has L B� -measurable selection u s( , )� , which

is a super-position measurable function [21].

Let us put control of the first player on the active section equal

u s( ) � u s s s t t( , ( )), [ , )*� � 0 , (7)

For s t� �[ , )* � ( , ]*� T , we set in the relationship (6) 	 � �( , , , )T s � 0 and

choose u s0 ( , )� in the form of L B� -measurable selection of the obtained set-valued
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mapping

U s u U s T s u T s0 0( , ) { ( ): ( , )( ) ( , ) }� � � �� � � � �� . (8)

Then the control of the first player is

u s0 ( ) � u s s0 ( , ( ))� , s t� �[ , )* � ( , ]*� T . (9)

Let t* � ( , ]*� T and �( ) ( )T M T� . Then the moment � is known and on the ac-

tive section [ , )t0 � � ( , )* *� t we choose control of the first player analogously to the

case t t* [ , )� 0 � , that is with an account of the relationships (6), (7).

In the passive section [ , ]*t T , when �( ) ( )T M T� , control of the first player is

determined by expressions (8), (9).

If �( ) ( )T M T� , then the control of the first player on the entire set [ , )t0 � �
�( , ]*� T is given in the form (9), u s0 ( , )� is the superposition measurable selection

of the mapping U s0 ( , )� .

Next, we indicate the control of the first player on the section ( , ]*� �� � . From

the inclusion in (3), for,t T� by definition of the resolving function, we obtain

� �

� � ��

� �

( , ) ( , ) ( ) ( , )
* *

T s ds T s V s ds W T s ds� �� ��
�

�� �

� . (10)

Since the control of the first player on the interval [ , ]� � �� becomes known at

the moment � �� , then becomes also known the value

[ ( , ) ( ) ( , )]� � � 


�

� �

� T s s T s ds� �
�

� .

Then from the inclusion (10) we have


 �

� �

� �

�
� [ ( , ) ( , )]
*

W T s T s ds

�

.

By definition of Aumann’s integral [24], there is a measurable selection 
( )s of

the set-valued mapping W T s T s( , ) ( , )� � , such that


 


� �

�

�
� ( )
*

s ds

�

.

We introduce the set-valued mapping

U s u U s T s u T s s V s� � � � � 
 �( , ) { ( ): ( , )( ) ( , ) ( ) , ( )}� � � � � � �� 0 , (11)

s� �[ , ]*� � � .

It is L B� -measurable and closed-valued and, therefore, there exists L B� mea-

surable selection u s� �( , ) , which determines the measurable control of the first

player:

u s� ( ) � u s s� �( , ( )) , s� �[� � , �* ] , (12)

under the superposition measurability of the function u s� �( , ) .

Let us show that the control laws (6)–(9), (11), (12) of the first player ensure the

bringing of the trajectory of (1) to the terminal set at the moment T for any counterac-

tions of the adversary.

Using the Cauchy formula to represent the solution to system (1) and dividing an

integral part into special time sections, depending on the switching time, we obtain for
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the case t t* [ , )� 0 � �( ) ( )T M T� ,

� � � �z T T t z T s u s s ds

t

t

( ) ( , ) ( , )( ( ) ( ))
*

� � � ��� �0 0

0

� �
�

�( , )( ( ) ( ))

*

T s u s s ds

t

� ��

� �
�

� � �

�

� �

�( , ) ( )T s s ds � �

� �

�
�

( , )( ( ) ( ))
*

T s u s s ds� �

�
� � ��

�

( , )( ( ) ( ))

*

T s u s s ds

T

�� ,

and for the case t* � ( , ]*� T , �( ) ( )T M T� ,

�z T( ) � � ��� � �
�

� �( , ) ( , )( ( ) ( ))T t z T s u s s ds

t

0 0

0

� �
�

� � �

�

� �

�( , ) ( )T s s ds

� � �

�
� � �

� �

�( , )( ( ) ( ))
*

T s u s s ds

t

� ��( , )( ( ) ( ))

*

T s u s s ds

t

T

�� .

Taking into account the previously determined control laws on the active and the

passive sections, and on the section of eliminating the consequences of the accident,

we obtain an inclusion for the projection of the trajectory onto the subspace L at the

moment T :

�z T( ) � � 	 � �( )[ ( , , , ( )) ]T T s s ds

t

T

1

0

� � �� 	 � �( , , , ( )) ( )T s s M T ds

t

T

0

. (13)

Since 	 � �( , , , ( ))T s s ds

t

T

0

1� � , by the construction of the resolving function for

any measurable selections � �( ), ( ) ( )s s V s� , and the set M T( ) is convex, it follows

from (13) that �z T M T( ) ( )� and, hence, z T M T( ) ( )*� .

If, otherwise, �( ) ( )T M T� , then

� ��( , ) ( ) ( , ) ( ) ( , )T t z M T T s ds M T W T s ds

t

T

t

T

0 0

0 0

� � � �� � .

Let us choose control of the first player on the entire interval [ , ]t T0 , using a su-

perposition measurable selection u s0 ( , )� of the set-valued mapping U s0 ( , )� , in the

form of counter-control u s u s s0 0( ) ( , ( ))� � . Substituting it into the Cauchy formula,

we obtain �z T M T( ) ( )� .

Further, we will reason in a slightly different way. Assuming Pontryagin’s condi-

tion is satisfied, as before, � ( , )t s is the selection of the set-valued mapping W t s( , ) ,

t s t0 � � � �� , we consider the set-valued mapping

M t
M t t s V s t s ds t t

M

( , )
( ) * [ ( , ) ( ) ( , )] , ,

�
� � � �

�

� �

�
� 
 � 


�

� � 0

( ), .t t t0 � � �

�

�
�

	
�

� �

(14)

Condition 2. The set-valued mapping M t( , )� has non-empty direct images for

all t t t, , ,� � � �0 � � � � ��.

Let us set

R t s* ( , , , )� � �

� � � � � �{ :[ ( , ) ( ) ( , ) ( , )] [ ( , ) ( )]	 � � � � 	 � �0 � �t s U s t s t s M t t ��, (15)

t s t� � 0 , s � �[ , ]� � � , � �V s( ) .
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We define the resolving function in the following way:

	 � � 	 	 � � � � �
� �

*
*

( , , , ) ( : ( , , , ), [ , ],

, [ ,
t s R t s s

s
� � � �

�
sup

0 �

�
�
	 �].

Denote

T z t t t s s d*

[ , ] ( )

*( ) : ( , , , ( ))0 0
1 2

� �
� 
 �

inf inf
� � � � �

	 � � �
�

t

t

0

1� �
�

�
�

	�

�

�
�

��
. (16)

Theorem 2. Let Pontryagin’s condition be satisfied for the conflict-controlled

process (1), (2) and let the set-valued mapping M t( ) , t t
� 0 , be convex-valued.

Then, if for the initial state ( , )t z0 0 there is a measurable in s the selection � ( , )t s

of the mapping W t s( , ) , t s t0 � � � �� , such that T z* ( )0 �� , T T z* * ( )� 0 and

Condition 2 is satisfied, then the problem of approaching the trajectory of (1) with the

terminal set (2) is solvable at the moment T * in the class of quasi-strategies.

Proof. Let �( )t , t t T�[ , ]*
0 , be an admissible control of the second player and

� – the moment of the failure of control devices of the first player.

Consider the test function

f t T s s ds

t

t
* * *( , ( )) ( , , , ( ))� 	 � �
 � � �1

0

.

It is continuous, does not increase and f t* ( , ( ))0 1� 
 � . From the inclusion

T T z* * ( )� 0 and the inequality in (16), it follows that there exists a moment,

t t T* * *, � such that f t* *( , ( ))� 
 � 0 . Evidently, t t T* *( , ) ( , ]� � � �0 � � � �.

Consider the set-valued mapping

U s* ( , )� �

� � � � � �u U s T s u T s s M T T( ): ( , )( ) ( , ) ( , )[ ( , ) (* * * * *� � � 	 � � �� )] , (17)

where

	 �

	 � � � �
*

* * * * *

*( , )

( , , , ), , , ( ) ( , ),

,s

T s s t s T M T

s t�

� � �




�

0 , , ( ) ( , ),

, ( ) ( , ).

* *

* *

s T M T

T M T

� �

�

�

�
�

	
�

� � �

� �0

The mapping U s* ( , )� is jointly L B� measurable in ( , )s � and closed-valued.

With the help of its superposition measurable selection, we determine the control of

the first player

u s u s s s* *( ) ( , ( )),� �� �. (18)

Then, substituting the control law of the first player, (17), (18) in the Cauchy for-

mula and taking account of the assumptions of the theorem and formulas (14)–(16),

we obtain the inclusion �z T( )* � M T( )* .

ILLUSTRATIVE EXAMPLE

A simple example was deliberately chosen, when all the quantities appearing in the

reasoning can be found explicitly, without resorting to approximate calculations.

Let a conflict-controlled process be given

� ( ) , , || || , || || , , ( )z t u z E u a t z zn� � � � 
 � � �� � �� 1 1 0 00 0 ,
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the terminal set is the �-vicinity of the origin

M t z z* ( ) : || ||� � �,

which does not change in time.

Evidently, M 0 0� , M t S( ) � � , where S is the unit ball in Euclidian space E n

centered at the origin. Then L M E n� ��
0

is the orthogonal complement to M 0 and

the orthoprojector � is the operator of an identity transformation, which is given by

the unit matrix. Since, in this example, C t( ) is the zero matrix, then �( , )t t0 is the unit

matrix of order n .

Following the scheme of the method and taking into account the properties of the

geometric subtraction, we obtain

W t s aS( , , )� �� � , W t s a S( , ) ( )� �1 .

Since a 
1, then Pontryagin’s condition is fulfilled, therewith 0�W t s( , ) . Setting

the selection � ( , )t s equal to zero, we have �( )t z� 0 .

Next,

�* min{ : , ( ) }� 
 � � � �
�

�
� �s s Sds a Sds

s

� �

�

� �

� �

1

� 
 � � � � � �min{ : , ( )( ) }s s S s a S� � � � � 1

� 
 � � � � � � � � �
�

min{ : , ( )( ) }s s s a
a

� � � � � � �
�

1 0
1

.

Here we used the fact that convex compact sets in the Aumann’s integral are in-

tegrated as the constants.

Note that the time allotted for the elimination of the breakdown is equal
�

a �1
.

The resolving function is

	 � 	 � � 	 � 	 �( , ) ( , , , ) max :[ ] [ ]z t s aS S z0 00� � � � � � ��{ }.

The intersection of sets is non-empty if their difference contains zero. Taking

into account also the central symmetry of the ball centered at zero, we obtain:

	 � 	 	 � 	�( , ) max{ : ( ) }z z a S0 00� � � � � .

The extreme element lies, obviously, on the boundary of the ball, therefore, it is

the largest positive root of the quadratic equation for 	

|| ||� 	 	�� � �z a0

and has the form

	 �
� � � � � �

( , )
( , ) [( , ) ] ( || || )( ||

z
z a z a z a

0
0 0

2
0

2 2 2

�
� � � � � � || )

|| ||

2

0
2 2z ��

.

Using, for example, the Lagrange multiplier method [25], it is easy to show that

min ( , )
|| |||| ||�

	 �
��

�
�

�1
0

0

1
z

a

z
,

Moreover, the minimum is attained on the element � � �
z

z

0

0|| ||
.
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Since the resolving function 	 � �( , , , )t s in this example does not depend on t s, ,

and �, and in the inequality of formula (5) the operations of taking the minimum in �( )

and integration can be reversed, the duration of the active period of the approach is equal

|| ||z

a

0

1

�

�

�
.

Together with the time for repair of accident � and the time for elimination of the

consequences
�

a �1
, the total approach time is

T T z
z

a
0 0

0

1
� �

� �

�
�min ( )

|| || � �
�.

Let us define the controls of the first player on each of the special sections of the

segment [ , ]0 0T . On the interval [ , ]� � �� it is absent since the control devices have failed.

Let us focus on the section of time � � � �
�

� � �
�

 

!
"

#

$
%,

a 1
, where consequences of

the accident are eliminated.

Beginning from the moment � �� the first player knows the value

� 


�

� �

( )s ds �
�

� .

From the definition of the moment �* and inclusion (10), it follows that




� �

� �
�

� �

�

� �
�

� ( )a Sds
a

1
1

.

Calculating the Aumann integral of a set-valued mapping with constant direct

images ( )a S�1 , we obtain


 �� S .

Let us choose the selection 
( )s of the set-valued mapping ( )a S�1 in the form


 
 �

�

( ) ( ) ,s a S� � �1 .

Then, under the formula (11), control of the first player on the interval

� � � �
�

� � �
�

 

!
"

#

$
%,

a 1
takes the form

u s s a( ) ( ) ( )� � �� 

�

1 .

Consider the interval [ , ) ( , ]*t T0 0� � � . We choose control depending on where

the zero of the test function

f t z s ds

t

t

( , ( )) ( , ( ))� 	 �
 � � �1 0

0

is located. By definition of the resolving function 	 �( , )z0 ,

[ ] ( , )[ ]aS z S z� � � ��� 	 � �0 0 . (19)

Moreover, the intersection of the two balls occurs at a single point.

Let us determine the point

m z m S z m z aS( , ) : ( , )( )0 0 0� � 	 � �� � � � � �

� � � � � �m S z m z z aS� 	 � � 	 �: ( , ) ( , )0 0 0 �
�

�
�

� 	 �

� 	 �

( , )

|| ( , ) ||

z z

z z

0 0

0 0

,
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lying in the boundary of the set �S . Vector � 	 �� ( , )z z0 0 connects centers � and

	 �( , )z z0 0 of the touching balls aS � � and 	 � �( , )[ ]z S z0 0� .

Then control of the first player on the active section [ , ) ( , ] [ , )* *t T t t0 0 0� � �� ,

with an account of formula (19), has the form

u s s z s m z s z( ) ( ) ( , ( ))( ( , ( )) )� � �� 	 � �0 0 0 ,

where m z( , )0 � is the current aiming point. On the passive section

{[ , ) ( , ]} [ , ]* *t T t T0 0 0� � �� , u s s( ) ( )� � , since the resolving function 	 �( , )z0 is

set equal to zero.

It should be noted that since in this case a simple motion is considered, then at

the moment t* there is already hitting, and on the passive section, the trajectory is

only kept on the set �S .

Let us illustrate the second approach to solving the problem at hand. We have

M t
S S t

S t
( , )

* , ,

, ,
�

� � � �
� � �

�

 � 

� � �

�
�
	

0

0
�

� 
 � 

� � �

�
�
	

( ) , ,

, .

� � � �
� � �

S t

S t

0

0

Condition 2 is fulfilled if � �� .

The resolving function is

	 � 	 � 	 � �* * *( , ) max :[ ] [( ) ]z aS S z0 00� � � � � � ��{ }, s
 �� �,

	 � 	 � �* *( , ) ( , , , )z t s0 0� � , s� �[ , ]� � � ,

	 � 	 � � 	 � 	 �* * * *( , ) ( , , , ) max{ :[ ] [ ]z t s aS S z0 00� � � � � � ��} , s� �.

It makes sense to consider only the case when t 
 �� �. Then

	 � 	 � 	 � �* * *( , ) max :[ ] [( ) ]z aS S z0 00� � � � � � ��{ }

is the greatest positive root of the equation for 	*

|| || ( )* *� 	 	 � �� � � �z a0 .

Then

	 �
� � � � � �*( , )

( , ) ( ) [( , ) ( )] ( || || (
z

z a z a z
0

0 0
2

0
2

�
� � � � � � � � � �

� �

� �

� �

) ( || || )

|| || ( )

2 2 2

0
2 2

a

z

whence

min ( , )
|| |||| ||

*

�
	 �

� ��
�

�

� �1
0

0

1
z

a

z
.

The total time along with the time, allotted for the elimination of the breakdown is

T T z
z

a
0 0

0

1

* *min ( )
|| ||

� �
� �

�
�

� �
�.

Let us define the control of the first player. On the set � we find the switching

point t * from the active section to the passiveñ one as zero of the test function

f t z s ds

t

t
* *( , ( )) ( , ( ))� 	 �
 � � �1 0

0

.

By definition of the resolving function 	 �* ( , )z0 ,

[ ] [( ) ]*aS S z� � � � ��� 	 � � 0 .
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Considering that the intersection of two balls occurs at a single point, the point of

their touch, we get

m z m S z m z aS* *( , ) { ( ) : ( , )( ) }0 0 0� � � 	 � �� � � � � � �

� � �
�

�
( )

( , )

|| ( , ) ||

*

*
� �

� 	 �

� 	 �

z z

z z

0 0

0 0

.

The point m z* ( , )0 � falls on the boundary of the set ( )� �� S , and the vector

� 	 �� * ( , )z z0 0 connects the centers � and 	 �* ( , )z z0 0 of touching balls

	 � � �* ( , )[( ) ]z S z0 0� � and aS � � .

Eventually, the control of the first player has the form

u s s s s m z s z s s t* * * *( ) ( ) ( , ( ))( ( , ( )) ), ,� � � � �� 	 � �0 0 � ,

u s s s t* *( ) ( ),� 
� .

CONCLUSIONS

The non-stationary game problem of control of moving objects with disturbances in

dynamics, the cause of which is the failure of control devices or breakdown, is

considered. The case is investigated when the moment of breakdown is unknown,

and the time of its elimination is given. Based on the method of resolving

functions, using the technique of set-valued mapping, sufficient conditions are

obtained for bringing the trajectory of the conflict-controlled process to a given set

in a certain guaranteed time. For the implementation of this procedure and choice of

controls, relations are provided that allow the choice of L B� -measurable selections

of corresponding set-valued mappings Their superposition measurability makes it

possible to construct the controls of the first player before and after switching in

the form of counter-controls and, in general, in the form of quasi-strategies, since

the moment of switching depends on control prehistory of the second player.

The results obtained are illustrated by a model example with simple motions with

spherical control domains and a terminal set. The resolving functions are found ex-

plicitly, as well as, with their help, the guaranteed time for the game termination and

the controls of the first player on the intervals of eliminating the breakdown and accu-

mulating the resolving functions.
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Î.². Âîñêîëîâè÷, Ê.À. ×èêð³é
ÏÐÎ Â²ÄÌÎÂÓ ÊÅÐÓÂÀËÜÍÈÕ ÏÐÈÑÒÐÎ¯Â ÐÓÕÎÌÈÕ ÎÁ’ªÊÒ²Â Ó ÊÎÍÔË²ÊÒÍ²É ÑÈÒÓÀÖ²¯

Àíîòàö³ÿ. Ðîçãëÿíóòî íåñòàö³îíàðíó ³ãðîâó çàäà÷ó êåðóâàííÿ ðóõîìèìè îá’ºêòàìè ç
ïîðóøåííÿìè â äèíàì³ö³, ïðè÷èíîþ ÿêèõ º â³äìîâà àáî ïîëîìêà êåðóâàëüíèõ ïðèñòðî¿â.
Äîñë³äæåíî ñèòóàö³þ, êîëè ìîìåíò ïîëîìêè íåâ³äîìèé, à ÷àñ íà ¿¿ ë³êâ³äàö³þ º çàäàíèì.
Âñòàíîâëåíî äîñòàòí³ óìîâè ïðèâåäåííÿ òðàºêòîð³¿ êîíôë³êòíî-êåðîâàíîãî ïðîöåñó íà
çàäàíó ìíîæèíó çà ñê³í÷åííèé ÷àñ. Îòðèìàí³ ðåçóëüòàòè ïðî³ëþñòðîâàíî ìîäåëüíèì
ïðèêëàäîì ç ïðîñòèì ðóõîì.

Êëþ÷îâ³ ñëîâà: êîíôë³êòíî-êåðîâàíèé ïðîöåñ, áàãàòîçíà÷íå â³äîáðàæåííÿ, ðîçâ’ÿçóâàëü-
íà ôóíêö³ÿ, â³äìîâà êåðóâàëüíèõ ïðèñòðî¿â, ñòðîáîñêîï³÷íà ñòðàòåã³ÿ, óìîâà Ïîíòðÿã³íà,
³íòåãðàë Àóìàííà.
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