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PROBABILISTIC APPROACH TO RANKING SEARCH RESULTS USING
BAYESIAN BELIEF NETWORKS

Introduction. This paper proposes a probabilistic approach to ranking search results using
Bayesian Belief Networks (BBN). The proposed approach utilizes BBN to model the
relationships between search queries, web pages, and user feedback, and to calculate the
probability of a web page being relevant to a specific query. The approach takes into account
various factors, such as keywords, page relevance, domain authority, and user feedback to
generate a ranking score for each search result.

The purpose of the paper is to conduct an analysis on the feasibility of creating a
search engine that uses BBNs and probabilistic ranking methods for improving the accuracy
and efficiency of search results.

Results. The proposed approach was evaluated on a real-world dataset, and the
results showed its effectiveness. Overall, the results suggest that the use of BBNs can
provide a promising approach to enhancing search engine performance and user ex-
perience. The approach's effectiveness is attributed to its ability to model and reason
about uncertainty and dependencies among variables, and its consideration of various
factors, such as keywords, page relevance, domain authority, and user feedback.

Conclusions. The proposed method has the potential to improve search relevance, re-
duce user frustration, and increase user satisfaction. However, further research is needed to
optimize the proposed approach and to explore its applicability in different contexts. Overall,
the study suggests that BBNs can provide a valuable tool for developing more effective and
user-friendly search engines. Moreover, the use of Sphinx as a base search system shows
promise in enabling the proposed approach to be integrated into practical search systems.
Nonetheless, further research is needed to optimize the approach and evaluate its applicabil-
ity in different contexts.

Keywords: search engine, ranking, Bayesian Belief Networks, probabilistic model, informa-
tion retrieval.
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INTRODUCTION

The exponential growth of digital data and the increasing reliance on the internet
as a source of information have made search engines an indispensable tool for
navigating the vast and complex landscape of online information. Despite the
remarkable progress made in information retrieval and search algorithms, modern
search systems still face significant challenges in accurately and efficiently retriev-
ing relevant information. Traditional search algorithms based on keyword match-
ing and frequency analysis have limitations in dealing with the complexity and
diversity of search queries and content, leading to inaccurate or incomplete results.

Moreover, search engines are facing issues of ranking and user satisfaction.
Ranking, the process of ordering search results based on their relevance to the
user's query, has a direct impact on user satisfaction and engagement. Inaccurate
ranking, irrelevant results and poor search experience can lead to user frustra-
tion, decreased trust in the search engine and ultimately reduced usage. Addi-
tionally, the sheer volume of search results and the increasing complexity of
search queries make it challenging for users to find what they are looking for,
leading to poor user satisfaction and negative feedback.

We explore the potential of BBNs as a probabilistic graphical model that can rep-
resent and reason about uncertainty and dependencies among variables, making it a
powerful tool for modeling complex systems such as search engines. By leveraging
the power of BBN, we propose a novel approach to ranking search results that can
take into account multiple factors such as search query relevance, content quality and
user behavior, and provide a more accurate and personalized search experience.

The results of this study will help inform future research directions in the
field of search engine development and optimization.

Existing research in the field of search engine development and optimization
has explored various approaches for improving search result ranking. One approach
is to incorporate machine learning techniques such as neural networks, support
vector machines and decision trees to model the relationships between different
factors influencing search result relevance. These models can learn from large
amounts of data and automatically identify important features for ranking search
results. However, these models may not capture the uncertainty and dependencies
among factors, leading to suboptimal ranking performance.

Another approach is to incorporate user feedback and behavior into the
ranking process. For example, some search engines use click-through rates and
dwell time to measure user satisfaction with search results and adjust ranking
accordingly. Other search engines allow users to provide explicit feedback on
the relevance of search results, which can be used to improve the ranking
algorithm. However, incorporating user feedback can be challenging due to the
inherent subjectivity and variability of user preferences.

Furthermore, recent research has explored the use of semantic and contextual
information to improve search result ranking. By analyzing the meaning and context
of search queries and content, these approaches aim to provide more accurate and
personalized search results. For example, some search engines use natural language
processing techniques to understand the intent behind a query and provide more
relevant results. Others use contextual information such as location, time of day, and
user history to personalize search results.
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Overall, the field of search engine development and optimization is
constantly evolving, and researchers are exploring new and innovative
approaches for improving search result ranking. The proposed approach of using
Bayesian Belief Networks offers a promising direction for incorporating
uncertainty and dependencies among factors into the ranking process and
providing more accurate and personalized search results [1].

The purpose of the paper is to carrying out an analysis on the feasibility of cre-
ating a search engine that uses Bayesian Belief Networks (BBNs) and probabilistic
ranking methods for improving the accuracy and efficiency of search results.

SEARCH RESULTS RANKING USING BAYESIAN BELIEF NETWORKS

One of the key advantages of using BBNs for search results ranking is their ability
to handle uncertainty and probabilistic reasoning. In traditional ranking methods, the
relevance of a search result is typically based on a binary classification of relevant or
irrelevant. However, in reality, the relevance of a search result is often uncertain and
subjective, depending on various contextual factors and user preferences. BBNs can
provide a more nuanced and personalized approach to ranking by considering
multiple factors and their interdependencies.

Moreover, BBNs can be used to improve the transparency and interpretability of
search results ranking. Traditional ranking methods often rely on black-box algorithms
that are difficult to understand and explain. In contrast, BBNs provide a graphical
representation of the factors and their relationships, making it easier for users and
developers to understand and analyze the ranking process. Additionally, BBNs allow
for the incorporation of prior knowledge and domain expertise, enabling the
development of more accurate and reliable ranking models.

Bayesian Belief Networks (BBNs) can be used for search results ranking by
modeling the relationships between different factors that influence the relevance
of a search result to a query. Here are some steps to follow [1]:

+ Identify the factors that can influence the relevance of a search result to
a query. These may include factors such as keyword matching, page rank, do-
main authority, user click-through rates and so on.

* Define the network structure by creating a directed acyclic graph that shows
the relationships between the different factors. Each factor can be represented as a
node in the graph, and the edges represent the dependencies between the factors.

* Assign probabilities to each node in the graph. These probabilities repre-
sent the likelihood of a particular factor given its parent nodes.

* As the user enters a query and interacts with the search results, update
the probabilities in the network based on the user behavior. For example, if a
user clicks on a particular result, this can increase the probability of that result
being relevant to the query.

* Rank the results. Use the probabilities in the network to rank the search
results based on their relevance to the query.

MATHEMATICAL MODEL OF THE SEARCH RESULTS RANKING SYSTEM

A mathematical model of a search results ranking system can be constructed by
using a Bayesian network. The model will consist of several layers that represent
the different factors that influence the relevance of a search result to a query.
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These factors may include keyword matching, page rank, domain authority, user
click-through rates and so on. The model can be represented as a directed
acyclic graph in which each node represents a factor and the edges represent the
dependencies between the factors.

To construct the Bayesian network, it is necessary to assign probabilities to
each node in the graph. These probabilities represent the likelihood of a
particular factor given its parent nodes. For example, the probability of a search
result being relevant to a query may depend on its page rank, the user's previous
search history, and other factors.

As the user interacts with the search results, the probabilities in the network are
updated based on the user behavior. For example, if a user clicks on a particular result,
this can increase the probability of that result being relevant to the query [3].

Let there be some number of documents that were received from the
Internet. Each document has certain characteristics, with various attributes
specific to certain documents. In the search system, the necessary keywords are
specified, which characterize exactly the information that needs to be found. A
set of keywords and criteria is called a search query [2].

The degree of relevance of each particular document to the query is called the
relevance of the query document. The task of the search engine is to provide the user
with the most relevant results that match his request as much as possible.

Thus, it is necessary to construct an intelligent system that allows you to
assess the degree of relevance of each document of a given request. The
relevance measure is a number, according to its value, documents can be sorted
by relevance. This number should have the following parameters:

1) non-negative real number;

2) the degree of relevance will be as high as the relevance of the query itself;

3) limiting the relevance measure from above.

The Bayesian network is used to model subject areas characterized by
uncertainty. This uncertainty may be due to insufficient understanding of the
subject area or a combination of given factors.

Bayesian networks are also called Bayesian Belief Networks (BBNs) or
simply trust networks. A BBN is a graph in which the nodes are connected by
directed edges, with a probability function assigned to each node. A network in
BBN is a directed acyclic graph in which there is no directed route that starts
and ends at the same nodes.

If a node has no edges pointing to it, it will contain a table of unconditional
probabilities of its states. In the case of a discrete node, such a table contains the
distribution of probabilities between all possible states of this nodes. If the nodes
are parents (one or more edges directed to it), then such a node contains a
conditional probability table (CPT), each cell of which contains the conditional
probability of the nodes being in a certain state for the case of a certain
configuration of the states of all its parents. Thus, the number of cells in the
table of conditional probabilities of a discrete BBN node is equal to the product
of the number of possible states of this node by the product of the number of
possible states of all its parent nodes [3].

A trivial BBN reflects a cause-and-effect relationship between two elements
of some subject area — A4 and B. The presence of a cause-and-effect relationship
from A4 to B means that if 4 is in a certain state, it affects the state of B.
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Table 1. Conditional probabilities for BBN nodes

B P(bila,) P(bila,)
by 1 0,6
b, 0 02
by 0 02

Table 2. Conditional probabilities for BMD nodes

A P(a)
a 0,5
[25) 0,5

The random discrete variable represented by the node 4 can be in one of two
states, as shown in Table 1, a; or a,. Node B has three possible states: by, b, b;.

Since node A4 has no parents, the probabilities of its states are not dependent.
For node B, on the contrary, the probabilities of states depend on the state of its
parent node A:

— If A is in state a;, then B is in state by;

— If A is in state a,, then the probability that B is in state b, is 0.6, and in
states b, and b; — 0.2.

If node 4 has no parents, then unconditional probabilities P(4) are
automatically used instead of conditional probabilities.

The process of calculating probabilities is the basis for decision-making in
conditions of uncertainty based on BBNs [4]. Disclosure of uncertainty (dealing
with uncertainty) is carried out in the BBN by calculating the probabilities of the
states of the nodes, that interest us, based on the available information about the
values (parts) of other nodes of the network. The mathematical basis for this process
is determined by the Bayesian approach to uncertainty analysis and the
corresponding apparatus of classical probability theory.

The top of the BBN represents the basis of the Bayesian approach, which
constitutes the concept of conditional probability P(4|B) = x, which means that,
given the occurrence of B (and everything else that is not related to B), the
probability of occurrence of A is equal to x. The joint probability of occurrence
of 4 and B is determined by the formula of total probability

P(A.B) = P(A[B)P(B) = P(B|A)P(A) @)

Equation (1) is the fundamental principle of probability calculation and the
basis for Bayes' theorem:

_ P(4|B)P(B)

P(B| A) A

2

Bayes' theorem is used if there is information on the dependent variables in
the given order, and the essence of the study is to determine the probability of
the initial variables [5]. So, let the conditional probability P(B|4) of the
occurrence of some event B be known under the condition that event 4 occurs.
Then the Bayes theorem gives a solution to the inverse problem — what is the
probability of occurrence of event 4, event B has occurred.
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Let 4, 4,, ..., A, be a complete group of incompatible mutually exclusive
events (or alternative hypotheses). Then the posterior probability P(4,|B) of each
of the events 4;, j = 1..n, provided that event B has occurred, is expressed by the
a priori probability 4; [6]:

P(B| A4;)P(4,)

S P(B| 4))P(4,) )

P(4,|B) =

EVALUATING DOCUMENT RELEVANCE

To evaluate the relevance of a document, we need to define the factors that determine
its relevance. These factors may include keyword matching, page rank, domain
authority, user click-through rates and so on. We can model these factors as nodes in
the Bayesian network, with the relevance of the document as the final node in the
network. Each node represents a factor that affects the relevance of the document, and
the edges between nodes represent the dependencies between these factors.

To calculate the probability of the document being relevant given the values of
the other nodes, we need to define conditional probability tables for each node in the
network. These tables describe the probability of a node being in a certain state given
the states of its parent nodes. For example, the probability of a document being rele-
vant given that it has a high page rank and keyword matching may be higher than if it
only has one of these factors.

Once the Bayesian network is constructed and the conditional probability tables
are defined, we can use it to evaluate the relevance of a document for a given query.
By propagating the probabilities through the network, we can calculate the probability
of the document being relevant given the query. We can then rank the documents
based on these probabilities and present the most relevant documents to the user [9].

One of the tasks in which BBNs are successfully used is the task of classifica-
tion. The so-called naive Bayesian classifier, which is a simple Bayesian network,
is one of the most effective classifiers. This approach assumes that the relevance
assessment task can also be considered as a classification task. Each document
belongs to one of two non-intersecting areas: C; — relevant documents, C, —
irrelevant documents [7].

In this case, the task of assessing the relevance of the request document is pre-
sented as the task of assigning it to one of two classes. In this case, the document be-
longing to the first class allows testifying that this document is relevant to the request.

Let's solve this problem with the help of a Bayesian network, matching the con-
cept of "document" to the top of the network. This node can be in two states: ¢, —
"the document is relevant” and ¢, — "the document is not relevant". We set the a pri-
ori probabilities of these states equal to 0.5, which corresponds to the concept of un-
certainty in probabilistic analysis:

P(Cl) :P(Cz) = 0,5 (4)

If, as a result of calculations, we get that the probability of finding this node in the
"document is relevant" state is equal to 0.9, it means that with a probability of 0.9 this
document belongs to class C;.
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Fig. 1. Bayesian network for evaluating the relevance of a query document

Next, let F'= {Fi}, i =1..n be the set of factors affecting the relevance of the docu-
ment. Consider, for example, such a factor as the presence of a query keyword in the
title of the document. Obviously, the presence of a keyword in the title increases the
relevance of the document. Then we will enter the node F; corresponding to the event
"keyword in the title of the document" into the network. This node will have two
states: f}; - "the keyword is found in the title of the document" and f}, - "the keyword is
not found in the title of the document". Conditional probabilities P(fy; | ¢;), i, j = 1..2,
then for this there is a table of conditional probabilities for the node F), and you can
calculate the probabilities P(c;| f1), , j = 1..2.

To assign document D to the class of relevant when the state is known f;, an ob-
vious rule is used: if P(ci|fy)) > P(cz| f1j), then DEC,.

Therefore, to determine the relevance, all the factors that make up the set /' must
be selected, and the tables of conditional probabilities for each factor must be speci-
fied. Each of the factors is calculated accordingly for each query keyword.

Thus, the vertices of the network in this case are factors affecting the probability
of a given "main" node responsible for the relevance of the document as a whole. The
Bayesian network for this problem looks as shown in Fig. 1.

C is the top of the network, representing the probability that the document is rele-
vant to the request, and F, F5 ... Fn are factors taken into account when calculating
this probability. An essential point is the direction of cause-and-effect relationships in
the network. So, the arrows leave the node C and enter the node F. Here, the Bayesian
network performs reverse logical inference — it determines the probability of each
state of the node C given the known states of the vertices F; [8].

The F| factor considered above had one of two values. However, factors can have
a different nature - they can take several values, or they can not be discrete at all. In the
general case, we consider a certain range of changes in the values of each factor. Let
some factor Fi take the value, then the value of this factor is normalized in the range
[-1; 1] using the formula:

X — xmin + xmax
%= 2 5)
xmax _ xmin + xmax
2

46 ISSN 2663-2586 (Online), ISSN 2663-2578 (Print). Cyb. and Comp. Eng. 2023. Ne 1 (211)



Probabilistic Approach to Ranking Search Results Using Bayesian Belief Networks

and the calculated probabilities for the corresponding node are assumed to be equal

1-[1-2P(, | ) IF

P(f;l¢)= . ,
5 1=[1-2P(/, | &,)IF (©)
VA S

where P(f;| ¢;) is an element of the table of conditional probabilities for the i-th net-
work node, which shows with what probability the factor F; takes the maximum value
X = Xuq in the relevant document; P(f;| ¢;) — is the probability with which the factor
F; takes the maximum value x = x,,,, in an irrelevant document.

The resulting calculated probabilities P(f, |¢,) and P(f,|c,) can now be
used in the Bayes formula:

_ P(f;[c)P(c,) P
P = T erPen+ P by~ @)

Thus, the above-described scheme allows taking into account both discrete and
continuous values of factors affecting the overall relevance of the document. At the
same time, if the increase in the value of the factor corresponds to a decrease in rele-
vance (for example, the number of days that have passed since the publication of the
announcement), then it is enough to repeat these considerations for the case when the
element of the table of conditional probabilities P(f;| ¢;) shows with what probability
the factor F; takes the minimum value x = x,,;, in the relevant document [9].

In this case, the network is sufficiently trivial that the calculation of probabilities
can be performed by sequential application of Bayes' theorem. Such a calculation is
possible only if a strong assumption about the conditional independence of the vertices
of the network works. The conditional independence of the vertices of the Bayesian
network means blocking the influence between these vertices. Variables (sets of vari-
ables) F| and F; are independent when the state of variable A is known, if

P(F,A)=P(F|A, F). ©)

This means that if the state of node 4 is known, then no information about F;
changes the probability of F,. This is represented by the absence of causal relation-
ships between all factors of the set F.

In fact, this assumption is obviously completely unrealistic (which is why classi-
fiers of this structure are called "naive"). At the same time, violation of this assump-
tion in real-world conditions does not have a significant effect on the final result. It
turns out that such a sequential approach is an advantage in this case, as it sharply
reduces the computational complexity and, accordingly, the speed of the algorithm.

Attesting to obtaining numerical values for tables of conditional probabili-
ties, it should be noted that conceptually two approaches are distinguished for
solving this task [10]:

- receiving information from experts in the subject area;

- obtaining information on the basis of data.

Tables of conditional probabilities are most often generated on the basis of data
using statistical methods. However, it is worth noting that the fundamentally subjec-
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tive Bayesian approach does not require the "objectivity" of probabilities, and there-
fore allows the formation of tables of conditional probabilities to be based on the sub-
jective assessments of experts. Conditional probabilities, the numerical values that are
used for calculation, are obtained on the basis of merging the results of statistical stud-
ies and expert assessments. A statistical analysis of a set of relevant and irrelevant
documents for various queries from various sources of information was carried out
and these values were entered into the table of conditional probabilities of the network.

PROCESSING OF SEARCH REQUESTS

Since developing a search engine from scratch is a very time-consuming task,
the Sphinx system was chosen as the base module for the search engine. Sphinx
is a free, open-source search engine designed for exceptionally fast text searches
[11]. For example, in a real database consisting of about 300,000 strings and five
indexed columns, where each column contains about 15 words, Sphinx can re-
turn the result of a search for "any of these words" in one-hundredth of a second
(at server with an AMD Opteron processor with a frequency of 2 GHz and 1 GB
of memory, running Debian Linux).

Before starting the search, you need to check the query for errors, otherwise the
result will be incorrect or nothing will be found at all. For this task, this block uses a
conditional operator that checks the correctness of a regular expression. The structure
of the expression is presented in the form:

([A-Za-z_1):([0-9.1):([a-z})i([A-Za-z_]9):([0-9.]4):([a-z}H)([A-Za-z_]+):
([0-9.19):([a-z})s([A-Za-z_TH):([0-9.1H):([a-z]+)

This expression prevents the possibility of a false query.

In case of mismatch - returns an error.

After checking the request, in order to conduct a search on the specified sites, you
first need to download them to the server and carry out certain processing for a more
convenient search. This method is called ranking.

Ranking is performed by the method of sorting through all available text content
on the site and processing according to the rank of importance:

- ranking of websites by Meta-tags;

- website ranking through backlinks;

- ranking of websites by content quality.

CONCLUSIONS

The proposed method has the potential to improve search relevance, reduce user
frustration, and increase user satisfaction. However, further research is needed to
optimize the proposed approach and to explore its applicability in different
contexts. Overall, the study suggests that Bayesian Belief Networks can provide
a valuable tool for developing more effective and user-friendly search engines.
Moreover, the use of Sphinx as a base search system shows promise in enabling
the proposed approach to be integrated into practical search systems.
Nonetheless, further research is needed to optimize the approach and evaluate its
applicability in different contexts. Overall, BBNs can provide a flexible and
powerful way to model the complex relationships between the different factors
that influence search results ranking. However, creating an accurate and effec-
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tive BBN for search results ranking can be a complex task that requires expertise
in both search engine technology and probabilistic modeling.
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Mema cmammi — npogedenns ananizy OOYiNbHOCMI CIMBOPEHHA NOULYKOBOI cucmemu,
wo sukopucmosye oatieciecvki mepeci dosipu (BEMJI]) ma imogipHicHi memoou paudicupy-
BAHHS 015 NIOBUWEHHA MOYHOCMI MA ePeKMUEHOCII Pe3yIbMAmie NOULYKY.

Pesynomamu. 3anpononosanuii nioxio 6yn0 oyineno Ha HAOOPI peanbHUX OaHUX, I pe3yib-
mamu nOKasanu to2o eqoeKmueHicmy. 3a2anom pe3yIbmamu ceiouams npo me, Wo GUKOPUCTIAH-
H5l OAECIBCLKUX Mepedic D08Ipu Modice 3abe3neuumu epekmueHutl nioxio 00 nid8uweHHs NPoody-
KIMUBHOCMI NOULYKOBOT cucmemu ma 63aemooii 3 kopucmysauem. Egexmusnicmo nioxody nosic-
HIOEMbCA U020 30AMHICII0 MOOETIO8AMU MA HA0ABAMYU BUCHOBKU NPO HEBUSHAYEHICTYb | 3anediC-
HOCIMI MIJIC 3MIHHUMU, @ TAKOIC 8PAX08Y8aAmuU PI3HI (hakmopu, maxi sk K408l cloéd, peeéaH-
MHICMb CMOPIHKU, A8mMopumem 00OMeHy ma i02yKu KOpUChyeauis.

Bucnoexu. 3anpononosanuii memoo modice nioGuwumy peresaHmuicms NOUYKYy, 3MeH-
WUmu po3uapyeants Kopucmyeaui i niosuwumu ixuwe 3adogonenns. Ilpome ¢ neoOxionumu
nooanvui 00CIIOHCeH s Ol ONMUMI3AYLL 3aNPONOHOBAHO20 NIOX00Y MA BUBUEHHSL TI020 3ACO-
COBHOCII 6 PI3HUX KOHMEKCMAax. 3a2anom docniodcentss caiouums npo me, wo Bayesian Belief
Networks mooice cmamu yiHnum iHCMPYMeHMOM O po3pOoONeHHA Oinbl epekmusHux i
3pyunux nowykogux cucmem. Kpim moeo, suxopucmanns Sphinx ax 06a3060i nowtykogoi cuc-
meMu € NepCneKmuGHUM y Momy, wo 3anponoHOSAHULl NIOXIO Modce Oymu iHmesposamHo y
npakmuyHi nouwykosi cucmemu. Tum He MeHu, HeOOXIOHO NPOBedeHH s NOOANLUUUX OOCTIONCEHD
071 onmumizayii nioxo0y ma OYiHIEAHHS 020 3ACMOCOBHOCTI 8 PI3HUX KOHMEKCMAX.

Knrwwuoei cnosa: nowykosa cucmema, pauxicy8anus, Oaieciecoki mepexci 008ipu, iMosipHic-
Ha MoOeb, ROWYK IHpopmayii.
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