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Anomauis. Ilpu nposedenni 00CniodiceHb y 2any3i KOMI' IOMEPHUX MePeNC WUPOKO2O PO3NOBCHONCEHHS
HAOYN0 UKOPUCTAHHS CUMYIAOPIE 051 CINBOPEHHA Mepedici OJisi O0CAIONHCEHHS. 3A80aHHs 8UOOPY CUMY-
AAMopda, Wo € HAtlOibuw NPUOAMHUM OISl KOHKPEMHUX 00CAI0dNCeHb, € 00CUMb CKAAOHUM, OCKIIbKU ICHYE
BENUKA KITbKICIb MepedicesuUx CUMYIMOPIB, Wo MAiomb GUCOKI CMAarOapmu IKOCHI ma npouuLiu nepeei-
PKY uacom. 3a80anHs 6uOOPY CUMYIAMOPA MAKONC YCKIAOHIOEMbC HeOOXIOHICMIO YC8I0OMAEHHS 00CO-
BIPHOCHI OMPUMAHUX pe3yabmamis. Y 0aniil cmammi npedcmasieno 00CAI0NCeHHs CUMYISIMOPI8 Meperc
Ns-2, Ns-3, @net, PacketTracerGns3ma Matlab. ITopisnanna pobomu cumynamopis nposoounocs na
ocnosi npodyxmugnocmi |P-mepedrc i3 Hanawmosanum 3axucmom. [na ompumants cnpageorusux 6UCHo-
6Ki6 pe3yibmamu pooomu CUMyIAmMopié NOPIGHIOBANUCH i3 Pe3YIbMAMAMU PearbHUX QI3UUHUX MepediC.
Knwouosi cnosea. cumynsmopu mepedici, emynamopu mepexci, Ns-2, Ns-3, pnei, gns-3, Matlab, IP-
mepeaica, 3axXuUcm.

Annomauus. Ilpu nposedenuu ucciedosanuii 8 0O1aACMU KOMNbIOMEPHBIX cemell WUpPoKoe pacnpocmpa-
HeHue NOIYYULO UCNONb308AHUE CUMYIAMOPOS 05l CO30aHUsL cemu 05 ucciedoganuil. 3adaua evibopa
cumynamopa, Hauboaee N0OX00AUe20 05l KOHKPEMHbIX UCCTIe008AHUIL, ABIAEMC 00OCTNAMOYHO CONCHOU,
NOCKONbKY cyuecmeyem 6oabuloe KOIUYECmE0 CeMesblX CUMYISAMOPO8, KOMopble UMEION 6blCOKUE CIAH-
oapmel Kawecmed u NPOuLU NPOGEePKy pemenem. 3a0aua evlbopa CumMyasimopa makice OCAOHNCHIACMCS
HEobX00UMOCHbIO 0CO3HAHUSL 0OCMOBEPHOCHU NOJYHEHHBIX pe3yibmamos. B 0annoil cmamve npeocmag-
neno uccaedosanue cumynsmopos cemeii Ns-2, Ns-3, pnet, PacketTracer, GBsu Matlab. Cpasuenue
pabomul CUMYIAMOPOE NPOBOOULOCHL HA OCHO8e npouzsodumensvrocmu |P-cemeti ¢ nacmpotixamu 3auyu-
mol. [ nOIyYeHUsi CHpaseoiusblx 8bl80008 Pe3yabmamvl padomvl CUMYIIMOPOS8 CPAGHUBANIUCL C pe-
3YAbMAMAMU PEATIbHBIX (U3UYeCKUx cemell.

Knrwouesvie cnosa. cumynssmopol cemu, smyasamopel cemu, Ns-2, Nns-3, Opnet, gris-Matlab, IPcems, 3a-
wuma.

Abstract. Under conducting the researches in the field of Gater Networksusage of simulators foi-
work creation becamwidespread. The task of choosing a simulator thahost appropriate for specil
researches is quite difficult because there arargd number of network simulators with high que
standards and have passed the test of time. Theofashoosing simator became more complicatee-
cause of necessity of awareness of obtained reduiis paper presents the study 0-2, Ns-3, ®@net,
Packet Tracer, Gns3 and Matlab networks simulat@smparison of simulators was conducted on
base of efficiency dP networks with security settings. To receive igdig conclusions the results ci-
muators performance have been compared with theltestireal physical network

Keywords. network Simulators, network emulators-2, ns-3, @net, gns3, Matlab, IF networks, securi-

ty.

1. Introduction

Due to the influence of thenterne IP networks dominate all types of communication. Tize
and complexity of networks haseatly increased recenttjue to ubiquity of the Internet. This
required to cater fathe large increase in bandwidth intensive appleegtisuch as VolP andd-
eo streaming and to fulfil the need for enhancenisiy [1]. One of the major problems o-
ciated with network design is being able to predibat the effect of changes is on network.
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To this end a series of tools have been built tiress this issue. It would be ideal if the network
could be duplicated since this would give very meanswers. Unfortunately because of the
amount of equipment and hence cost involved in ithis not practical, so tools like network
emulators and simulators are used. This leadseajtiestion how accurate are the results ob-
tained from these compared to a real network wisiche purpose of this paper.

It is very important to identify the requirementsioe research when selecting a tool since
some tools are better in certain areas than otfétsn the tools are not interchangeable between
these functional areas. However where they arecimmgeable it is expected that similar results
should be obtained.

The particular area of interest for this researdnkwvas network performance in an IP
network with multiple routing protocols across sawelomains and with security implemented
inline with a policy. A part of the investigatiori particular interest is the delays experienced by
packets as they transverse a network.

When using different tools it is important to urgtand the terminology used e.g. node.
Having said this it should still be possible to guare results for the same network. Additionally
this paper compares the results with the resudts fn physically built real network.

The best definition found to define a network ertards “to imitate the function of
(another system), that allows the imitating systeraccept the same data, execute the same pro-
grams, and achieve the same results as the imggttdm and that for a network simulator is a
representation of a problem, situation, etc., inhmaatical terms, especially using a computer”

[2].

Some tools that have been investigated fall int® ¢htegory of emulators e.g. Cisco
Packet Tracer. These are excellent tools for uset@aching environment or for creating configu-
rations for real networks but are incapable of pandg reliable performance results for research
purposes. So these have been omitted from thistigation.

Having investigated the simulators most commonkydus the submission of IEEE pa-
pers it has been decided to consider ns-2 MatldoCpmet [3—4]. Additionally it was felt advan-
tageous to include gns-3 an Open System simul&esults obtained from running identical
models in the simulators were compared the resbitsined from a real network made up from
Cisco routers.

Models chosen for this comparison were for a vemypke network containing one IP
routing device and measuring the delay for sinGIBIP packets across the device. Since this is
the basic component of a network then comparingsitmellator results with a real network will
give some indication of the accuracy of the reswlien the network is scaled up. Following on
from this the research work applies the same psotes far more complex network which is
found in a typical IP network. Conclusions show dhiféiculty in producing the models as well as
comparing the results.

2. Related work

The credibility of network simulator results hasebean ongoing research topic for many years
since the inception of computer-based network satous.

An early study of simulation credibility is providdy Pawlikowski, which provides an
overview of network simulation publications [5].dtovides a discussion on the issues which af-
fect the credibility of simulation results, withetlguidelines to help mitigate this. It was found
that in many cases, an insufficient level of crddyowas provided by simulation results. Rec-
ommendations included the need for repeatabilitgxperiments and the capability to provide a
faithful representation of original system functdity detailed information regarding random
number generation and simulator type.

Heidemann provides best practices for simulatiosh model validation on the effects of
scaling on it [6]. Some of the practices recommendethe study include a comparison of simu-
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lation results with other representations suchabsriatory experiments. In addition, it is recom-

mended that the state of the simulation is examawe€ully as possible, aided by visualization

tools to detect possible invalid behaviour. Finalhe approaches for scaling simulations to large
number of nodes are discussed such as paralleisig alusters and abstraction.

Lucio discussed network simulator suitability usiegperimental results from OPNET
modeler and ns-2 [7]. In addition, results fromegpivalent real network were gathered for com-
parison purposes. The experiment used constamateit(CBR) traffic and file transfer protocol
(FTP) file transfers for each simulator. Despitasenably accurate results with CBR traffic, FTP
results with ns-2 lacked accuracy. This was attetuo the simplified model used for packet
forwarding. However, it was found that OPNET gaverenaccurate results after fine tuning si-
mulation parameters.

Jansen and McGregorperform simulation testing useaj-world network stacks from
open source operating systems such as Linux areBBi2 [8]. Ns-2 and ns-3 have support for
the network simulation cradle which allow such fimaality. Experimental results showed that
ns-2s TCP implementation did not match observedaiebr from any real network. Results
from experiments using real-world network stacks lklowever produce results very close to a
real network. It was also found that using realddaretwork stacks impaired simulation perfor-
mance but not excessively so. In addition, it reegiminimal change to simulation scripts which
makes it viable to quickly replace the protocol iementation with its more accurate real net-
work equivalent.

Rathod compared 3 network simulators: ns-2, OPNiEI @QualNet against a simple real
network with results which were found to signifitdgrdiffer from a real network, this was due to
the blocking behavior of socket calls on a realvoek which could not be replicated via simula-
tion [9]. Additionally, it was noted that realistresults required significant time in configuring
simulation properties, several recommendations \wpeogided for improving confidence in re-
sults.

Weigle, 2006 discusses the use of heavy tailedilalisions in network simulations for
modelling Internet traffic such as HTTP [10]. Timeproper usage of random number generators
was found to lead to a high variability in simutetiresults. A number of approaches were pro-
posed to deal with this problem.

Weingartner Carries out a performance and scahaloitimparison using ns-2, OMNet++,
ns-3, SimPy and JiST/SWANS [11]. Findings reveait tonly ns-2, OMNet++, ns-3, and JiST
were capable of scaling to very large networks.3Ngas considered to show best overall perfor-
mance and was recommended as a platform for damglopw simulation models.

Perrone discuss the automation of computer netwionkilators [12]. Several automation
tools were produced to mitigate the risk of unsgadisimulation results due to scripting errors,
poor use of random number generators and parasedtation. The authors claim that such tools
can improve manageability of large-scale simulaiand provide more credible and consistent
results.

Rahman provides a detailed comparison of the masinwon network simulation tools
with the aim to equip researchers with the knowdetly choose the most suitable simulator for
their requirements [13]. The authors use a numberitria such as supported network models,
platform and stored data format in order to aidgbkection process.

Font provides a guide for developers wishing t@at@drand-new models for network si-
mulation [14]. A comparison of the architecture alesign of ns-2 and ns-3 was undertaken and
several advantages of ns-3 such as complete u€g-bfand strict adherence to software engi-
neering practices are discussed. Ns-3 is recommdegsla viable alternative for the development
of new networking models.
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3. Methodology
3.1. Simulators

Ns-2 is the most popular simulator used in the petidn of papers because it is Open System
freely available with many contributors in the r@s$ community. However development for it
has stagnated and it is now showing its age nongbgiiadually replaced by the upgraded version
ns-3. Since the basis of this comparison is IP adtsvand ns-2 is not particularly strong in this
area it was decided to use ns-3 instead sinceujyeost for IP networks is far more advanced.
For example, ns-2 does not offer full IPv4 or IPstpport which is included in ns-3. Ns-3 also
provides improved handling of multiple network irfiéees and is aligned to be a more faithful
representation of a real computer using a socketsAPI. Another major advantage of ns-3 is
that there is a consistent programming language tseughout c++.

Opnet is a commercial product but educational Besnare freely available on condition
that the research work is fed back into the sumpli®pnet is very user friendly and handles IP
networks and protocols very well. Configuration ¢encarried out either as a gui with pull down
lists or using the command line. Most commercialyailable equipment is supported with their
many options. Results can be obtained in many ftantide most popular being graphical.

The graphical network simulator (gns3) is baseddgnamips which allows Cisco and
Juniper router configurations to be tested out.dif@hally it has support for wireshark which
means that similar test to those carried out orreéhénetwork could be carried out. Files saved
by passing ICMP packets can be saved in a fornadtalfowed them to be analyzed in the same
ways the real network.

Matlab is a commercial product utilized in manydemic areas e.g. maths, physics, en-
gineering and computer networks. Again educatitcahses are available. Since this tool has its
origins in math and engineering it is a good tawl domputing results for mathematical models
of the network under consideration. This is a \Viyible tool but does not have good support for
IP networks.

3.2. Scenarios

Two scenarios were setup to do the comparison.t®tiee diversity of the simulators it was felt
that the scenarios should reflect the research afr@aterest as opposed to undertaking an in
depth analysis of all functionality and featureseath simulator. The particular area of interest
was network performance in an IP network with npldtirouting protocols across several do-
mains and with security implemented inline withadigy.

3.3. Simulation parameters

When conducting the simulations it was necessapraduce a simulation which was as faithful
to a real network as possible. When using OPNE& ,séime Cisco router models (2600) were
used with the same 100 Mbps links. For ns-3, gseras created using the topology helpers with
a speed of 100 Mbps and a channel delay of 2 ms.

4. Investigations
4.1. Basic | P network

The obvious place to start doing comparisons isregting the simplest network and observing
the results. This allows a baseline figure for gelacross a single device to be obtained. The
most basic IP network that has been consideredsisnple network with one routing device.
Simple ICMP packets were passed through the maoudkllze real network to obtain the results.
Figure 1 shows the topology of the used basic ngtwo
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4.1.1. Real basic | P network

Chosen basic network was configured in a laboratisigg Cisco router and in second case with
Linux configured router (machine running Fedor@MP packets were passed through the net-
work; the packets
were captured in
\ \ Wireshark and then
sw_1 eateway sw_2 analyzed to provide
the results.

Fig. 1. Basicnetwork topolog

4.1.2. Models of basic | P network

Ns-3.0ne of the major benefits of using ns-3 is theaese community that can help reduce the
work involved in setting up the simulator and cregimodels. Modelling IP networks using ns-3
is a great improvement on ns-2 due to the avaitglaf Topology Helpers. This allows the con-
necting of network devices to nodes, the assiglitngddresses etc. to be carried very easily. Ad-
ditionally there is a GUI available called ns-3-getor that is intended to speed up the creation
of large networks. This model had to be modifietbleeit could be used to pass the required traf-
fic. Traffic was created using the UDP Echo Seidetper which enabled ICMP packets to be
sent across the network. The capturing of the @athanalysis of the packets was carried out us-
ing the link to Wireshark.

Opnet.Due to the structure and design of Opnet it wastikadly easy to create models of
network infrastructures. It was also easy to setraffic models. However these traffic models
did not necessary create exactly the traffic asired which is probably due to one of the main
uses of the simulator to be able to create lardgeenves of traffic. Forcing the simulator to trans-
mit a small number of single packets was easy tdigare but were not transmitted as expected.

Gns-3.The results of the simulation have high similatdaythe physical Cisco network.

MatLab. Since a router is a specialized computer a basiatem can be defined by in-
cluding parameters for the hardware,X0he operating system (I, the application configura-
tion (D,) and Services (). The model can be described by the equation R@gkay(D,) = Dy, «

Dos + Da + Dy ren. This can be modelled in Matlab relatively easilyMewer the problem being
what functions or values should be used for theutalion. This model would rely on taking val-
ues from measurement made on the real network.

4.2. Basic | P network with security
Similar test were carried out to the network bus ttime Access Control Lists (ACLs) were
enabled.

4.2.1. Real basic I P network with security

It was and easy process to configure security by efaadding ACLs to the real Cisco network.
A similar process was used to configure securitpgu$ptables on the Linux machine. ICMP
packets were used for the testing and Wiresharlt tzseapture and analyze the delays.
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4.2.2. Models of basic I P network with security

Ns-3.Ns-3 at present does not have a standard scriptamabe used to take account of internal
delays within nodes. However there are mechaniampface that could be used to implement this
by writing c++ code. A mechanism for handling IPSduch is an interface between TCP and
the IP layer it appears could be exploited to ds. thue to the time constraints this was not at-
tempted.

Opnet.There are many models available in Opnet for reuiependent on manufacturer,
model number and features enabled. For thesethesSisco 2600 router, which was the device
used in the real network measurements, was usethéoOpnet model. Device does have the
possibility to configure forwarding rates etc. Thesasy to change but it does not help in under-
standing what values to use. Due to the incongigtanthe traffic flows highlighted earlier then
this was not attempted.

Gns-3.The configuration of ACL was performed easily aeduits of the simulation have
high similarity to the physical Cisco network.

Matlab. Earlier work has shown that the equation used ptssly needs to be modified to
include the ACL delays.So functions reflecting the#oduced type of ACL (Dta) used and the
number of rules in an ACL Dnr and the protocol gBla The equation now becomBsuterDe-
lay (D) = Dp + Dos +Da +Ds + Dia +Dnr + Dy Again the functions or values for these paramdtarg to
be obtained from measurements of a real network.

4.3. Resaultsfor Basic | P network

The results for basic network are presented iretdblTable 1 contains a summary of the results
for the delay across routers and shows the % differ to the values measured in the real net-
work.

Table 1. Summary of Router Delays for Simulatiogaiast Real Networks

No Security With Security %
Real Ne;;‘;ork (Cis1 150msecs 320mSecs 0% : 0%
Real Nnelf‘)’(")ork (L1 20 msecs 90 mSecs -53% : -7206
Ns-3 24380 mSecs N/A 2820% - N/A
Opnet 600 mSecs N/A 300% - N/A

When comparing the results obtained from a realvoit using Cisco equipment with
that of a real network using a Linux machine, cdesble discrepancies were observed. For the
Linux network, delays were ~50% less than the eajait Cisco network; this was exacerbated
with the addition of security. This discrepancy lcbhbe attributed to underlying hardware archi-
tecture of the Linux machine however it would bedfecial to repeat the tests a number of times
using both a basic network and a more complex tRar& consisting of several nodes.

4.4. Complex I P network

When investigating the design of a complete netwbik necessary to ensure all the configura-
tion components are available. Figure 2 is a siineglidiagram to show the actual route through
the network. This scenario involves — setting I”radsing, Management and Security Policy,
designing physical network including diagram, desig Wide Area Network requirements in-
cluding backup routes, selecting and designingrn@® AS Addressing, selecting and designing
the required hardware and software, Designing ss&ssociated with the internet and intranet
servers, designing Routing protocol requiremergsjghing Management issues.
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Private network

%/

Destination_PC Source_PC

Firewall

Fig. 2. Complex IP Network

Interior (OSPF) and exterior routing protocols (BGRve been used to select the route.
Additionally Network Address Translation (NAT) hiasen configured and links were installed to
provide redundancy. Results were produced withargrdiguration in a firewall i.e. no security
and then the further measurements were made vdthrédwall configure i.e. with security.

4.4.1. Real complex I P network

Complex network was configured in a laboratory gs@isco routers. An advanced configura-
tion, produced in the laboratory, is about the imiterms of size and complex that can be pro-
duced in this environment. Also creating controNedying levels of traffic was not an easy task.
Producing the same network in the Linux environmgmiot really a problem and should produce
similar results to the real network taking into @act the % differences. But this work was not
carried out due to availability of equipment arddiissues.

4.4.2. Models of complex | P network

Ns-3. Configuration of the ns-3 model for this networksivcarried out so that a comparison of
the results could be gained.

Opnet.Creating the model for simulator was extremelyyeasd the ability to create all
types of traffic was a distinct advantage howewediscussed earlier the ability to control the
traffic made it unsuitable for this comparison dethce no results were produced.

Gns3.Gns3 was also used with the configurations crefiedhe real network and pro-
duced reliable results.

MatLab. The results of MatLab are similar to the real nekygince the created model is
mathematical.

4.4.3. Resultsfor complex | P network

The results for complex network are presentedletd. Table 2 contains a summary of the re-
sults for the delay across routers and shows thiffgrence to the values measured in the real
network.

Table 2. Summary of Router Delays for Simulatiogaiast Real Networks

No Security With t?/ ecurt- %
Real Nect(\;\;ork (Cis- 920msecs| 1086msecs 18%
Ns-3 12049msecs N/A 1200% — N/A
Gns-3 1073msecs 51574msecs 16% — 4600%

5. Conclusions

When starting a piece of research work it is neargs® understand the scope of the work to be
carried out and to understand the amount of woeded to create models.
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If the results required can be obtained using allsmedwork with a limited amount of
traffic then building this in the lab is the optimwsolution. However as the network size and traf-
fic size increases then simulators are clearlyatygroach to take. The results obtained by using
simulators can be hit and miss since this work shibat large discrepancies can be observed.

It is not reasonable to assume that the simulateesl are going to support exactly the
area that is of interest and therefore it is likiblst specialized code may well have to be written
to support the work. Support of simulators by theearch community is a definite advantage
since it helps identify people working in the saanea. It is essential to make sure that the simu-
lator chosen has the ability to accept the codeowit having to do major rewrites.

The only sure way of guaranteeing that the resldtained reflect what is observed in real
networks is to either use a mathematical modeliapiement it in Matlab or by creating an ap-
plication.

The approach taken to compare the results obtdnoad the simulators is using Wire-
shark as the packet collector and analyzing thelteesbtained. This may not be the optimum
approach for recording the times for some simusatord therefore each simulator should be in-
vestigated independently. It is envisage that atgreprovement in the accuracy of results could
be obtained by undertaking this work. Unfortunatéig could take a substantial period of time.

A deeper investigation into each simulator of thpport for internal delays experienced
by routers should be undertaken. It would be dbkirto develop a more complex mathematical
model which is faithful in its behaviour to thatufed in real networks. This model could then be
incorporated within existing simulators such as @®Nand ns-2/ns-3 to improve the credibility
of simulation results. It is clear that the hooks available in the simulators for this however the
exploitation is not obvious.
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