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Anomauia. Onucani Mexaunizmu HaA84aHHs MA OYIHKU AKOCMI pobomu Kiacughikamopa 6 po3pobiiosaniii
cucmemi agmomamuz08anoi 0opobku senukux 00'emie mexcmogoi ingopmayii. Knacugixamop 6azyemo-
ca na einvbuit 6ibniomeyi LIDSVM ma memooi onopnux sexmopis. Cucmema uxonye @Qynkyii noutyxy,
Knacugirayii, pyopuxayii ma xiacmepusayii mexcmosux 0OKyMeHmie 3a 3anumamiu KOpucmysaud.
Kniouoei cnosa. xnacugirayis, pyopurayis, kiacmepusayisi, 06pooKa mexcmosux 00KyMeHmis.

Annomauus. Onucvl8aiomcss Mexanu3mvl 00VHeHUs U OYeHKU Kayecmea pabomuvl Kiaccugukamopa 6
paspabamviéaemoil cucmeme aA8MOMAMUUPOBAHHOU 00pAOOMKU OONLUUX 00BEMO8 MEKCMOBOU UHPOD-
mayuu. Knaccugpuxamop 6aszupyemcs na c60600Hoi npozpammnoi 6ubnuomere LIbSVMu memoode onop-
HbIX 6ekmopog. Cucmema 6binoHAem QYHKYUU NOUCKA, KIacCu@urayuu, pyopuxkayuu u Kiacmepusayuu
MEKCMOBLIX QOKYMEHMO8 NO 3aNpoCam HOIb308ames.

Knwuesvie cnosa: xnaccugurayus, pyopuxayus, Kiacmepuzayus, 06pabomka mexcmogulx 0OKYMeHmos.

Abstract. The mechanisms of teaching and evaluation of énpnance of the classifier in the develop-
ing system of the automated processing of largemves of textual information are described. Thesilas
fier is based on the free software library LibSVNasupport vector machines. The system performs the
functions of search, classification, categorizateamd clustering of text documents at the requeshef
user.

Keywords:. classification, categorization, clusterizationppessing of text documents.

1. Introduction

The aim of classification (thematic categorizatiohklectronic natural language documents, i.e.
classification of the texts content to one or salvitematic sections, is currently important due to
the continuous growth of stored or transmitted tata.

In theory, the solution of the documents classiftcatask involves the presence of a cer-
tain plurality of electronic documents D={di}, thhts to be separated into several nonintersect-
ing, thematically homogeneous subset (clasSgsand defining to which class each document
from the total mass of documents to be processeddibe classified [1].

C={C}Ug,, d=DxGn G =0(i# ). (1)

2. Problem statement

The objects of the research are:

« a relatively large text collection of several duved documents, previously separated by
content into thematic groups (classes/sub-collas}io

e the mechanisms of text data analysis in the systé natural language documents
processing.

The tools are:

* the developed system of processing of multilimgdginamic flows of text data on the
base of support vector machine algorithm (SVM) {2jplemented in the free library LibSVM,;

* implementation of SVM in the module Machine Leagh(Support Vectors), the product
of the company StatSoft, STATISTIKA 8.0.
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As a result of theoretical and practical experiragitwill be possible to investigate more
thoroughly the processes of study and testing efdhssifier in the system of “Processing of
high-speed information flows of text data”.

3. Problem solution

By the example of the method of support vector nmesh(fig. 1), the model of the text docu-
ments classifier can be presented as:

R=<D, C, F, Rg f>, )
where D — plurality of documents that need to be classifie
C - plurality of thematic rubrics (classe@):{ci}, i =1.Nc, N — number of possible
rubrics;
F — plurality of rubrics descriptions. Each classh@s its distinctive description Fi;
Rc - ratio CxF, to check the single description of each rubric.

Oc OCOFOF: (g, F)OR;
f —functiondOD: f(d)=C, 0Cn |C, P> 1, i.e. the process of classification of objects

, d € D in the result of which the
k(x.x")= o
o A/ correspondence of a specific doc-
ument d to one of the descriptions
° Fi and its assignment to the rubric
° Ci are defined. According to this

o b o function, elements of the plurality
SupRgrt vector ‘ o Sgppogvector of documents can be assigned to
b ° several thematic rubrics at the

same time. To minimize the num-
°©° ber of such cases the classifier has
* to be properly taught before usage.

not classified document The popular in text data

o o classification tasks collection of

' English short financial and stock

band width = documents Reuters-21578 [3] of
2/«/w oW the eponymous information agency
Fig. 1. The general scheme of work of SVM classifikere, ~ has been used in the research. As it
dots are the vector representation of two themitidiferent  is seen from the name, this collec-
subsets, pluralities, classified NL documents;dome function tion consists of 21 578 documents.
of the nucleus, that allows to separate themadiesels so that a Some of the documents are marked

separating plane could be drawn; w — support veaiorthe a5 not properly categorized, that is
base of bordering documenés= the introduced variable error why only 12902 documents are

to assess the classifier; b — the distance bettteeseparating used in practice. The corpus of
pluralities plane and the beginning of coordinates; support texts is presented in the form of

vector both txt and xml files. The collec-
tion is a part of the first volume of categorizestdments of the information agency Reuters that
is abbreviated as RCV1 (Reuters Corpus Volume IL)Ifdits original form the set of text docu-
ments of Reuters-21578 includes 135 thematic rapf6 names of organizations, 267 different
personalities and 175 geographical names. The deatsmare collected in 21 xml-files and are
presented in the following way:

v

° ’
0sé< 1 \'

<REUTERS TOPICS="NO" LEWISSPLIT="TRAIN" CGISPLIT=RAINING-
SET" OLDID="5545" NEWID="2">
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<DATE> date of publication </DATE>
<TOPICS/>

<PLACES>

<D> location </D>

</PLACES>

<PEOPLE/>

<ORGS/>

<EXCHANGES/>

<COMPANIES/>

<UNKNOWN=>more information </UNKNOWN>
<TEXT>

<TITLE> topic </TITLE>
<DATELINE> origin </DATELINE>
<BODY>text</BODY>

</TEXT>

</REUTERS>;

For teaching and evaluation of the quality of perfance of SVM classifier the method
ModApte split has been used, that involves the regjoam of documents plurality of Reuters-
21578 collection into the subset for teaching —®806cuments (74% of the total amount) and the
subset for testing of the chosen method of mactaaehing with 3299 documents (26% off the
total amount). ModApte separation is recommendeadastto compare results of work of several
classifiers.

4. Experimental part

The developing system is based on one of the yaofegéxisting implementations of the support
vector machines method, namely the free libraryrwibnlinear nucleuses — LibSVM [8, 9]. Pre-
ference to this library to the library of the sadhevelopers LibLinear, that is implementing a
quick linear classifier SVM, was given due to therkvwith small text corpuses and the possibili-
ty of occurrence of the situation of linear insejtmlity after a change of documents collections
by including documents in other NL. The mechanishSVM algorithm implementation in the
program product Statistika are not known. In thailable software version there is one module
that implements this method for the tasks of cfeesgion and categorization for any text corpus-
es.

The quality of the classifier work depends on tberect presentation of processed docu-
ments in the form of a vector model [10, 11]. Edosument from the collection of such model is
presented as a plurality of terms (words, word doatibns, numbers and other elements of
which a document consists). According to the memtiblaws of Zipf, a certain weight can be
specified to the terms from the collection, i.ewhinportant this term is for the document cha-
racteristic. For the presentation of a documernh@vector space, the weights of all terms of the
collection in regard to this document are denofde: dimension of the document vector will be
equal to the total amount of all terms outlinedirthe collection.

d; = (W, Wy, Wy ), (3)

where d; — vector presentation of j document, — weight of i term in j documenty — total

amount of terms.

Thanks to such presentation of documents they eactolmpared by finding the distance
between vectors of the space (Euclidean distandédatialanobis distance). The smaller the dis-
tance is, the greater probability of thematic samiy between the documents.

In the system of automatic processing of text dlatas on the base of LibSVM library
the following functions of nucleus are possiblet timplement the linear separation of classified
subjects:
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<Label> — nucleus identifier. Examples of functions

0 — lineark(x,w) = sign(< x{w>).

1 — polynomialk(x, x') = (x X)* .

2 — radial basis functiork(x, x') = expy || x—X'|F), for y >0.

3 — sigmoidk(x, x") =th(kx[x" +c)for k >0,c<06
whereK — nucleus function, x-x' — scalar product of vesit9 — mapping of a vector from the
space of features"”nto another space, d — degre@ndc — parameters, w — weights of features.

<Index1>:<Valuel>
<Index2>:<Value>

Index — number of the vector coordinates, Valualde of the vector.
There are several standard ways of weight detetromaf a term in a document:

a) Boolean weight — 1, if the term is in the documand O if it doesn’t occur;

b) Term Frequency (TF) — the frequency of the teoturrence in the document;

c) Term Frequency — Inverse Document FrequencylDF-— the frequency of the term
occurrence in the document at the amount thatvierge to the number of documents in which
this term occurs;

d) Pointwise Mutual Information (PMI) — all negagtiweights are replaced by zero.

For cleanliness of the experiment in the developedem the tf-idf method of determin-
ing terms weights is used as it is used in thensoft Statistika [8]:

(1+log(N,) Tog( 2 )
W, = Nk ' (4)
‘ \/z (log(N,,) +1)°

szk

where N, — number of occurrence of k term in theezlocument,Nk — number of occurrence of k

term in all documents*D| — number of documents in the collection.

Taking into account the possibility of cases oé&aninseparability of classified objects in-
to the equation describing the hyperplane thatrs¢gs classes of documents in the space D, the
variable error is introduced = 0.

¥ (erd -0 >1-4, (5)

where y, — number equal to 1 in the case the vector drsetethe rubric we are interested in and
-1 if it doesn’t;

W — support vector;

b — boundary value of the distance between the agpgrhyperplane and the beginning
of the coordinates;

w-di > b=vyi=1;

w-di < b= di=-1.

It is supposed that if, = [(Othere is no error in the document diéJf> , there is an error
in the document. ID< ¢ < ]lthe object di falls within the band of the sepiagaplane.

The task of the classifier teaching is to solve igsie of optimisation of the function
separating plane using the method of Lagrange [13]:

if at the point x relative minimum of the originabjective function is achieved, then un-
der condition there is the equality O derivativathwespect to x of the new objective function,
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there exists a sel., that at the same point x the minimum of the né&jedive function is at-
tained, but globally for all x. At that for each the following is true:
either A, is equal to 0 and the corresponding constrainbtsactive, or/, is not equal to

0 and the corresponding constraint is satisfietfhen this is already the equation.
Formulating this task in terms of Lagrange methbtyrns out that it is necessary to find
the minimum ofw, b, ¢ and the maximum oA, of the function:

%a)aﬁCZgﬁ—ZAi(qﬁ +y (ard —B)-1) npu £ 20,) = 0. (6)

If A >0, then the document of the teaching collectibris called the support vector.
After these manipulations the optimized separatygerplane equation looks as follows:

2. Ayd-d=b=0, )

whered, — document to be categorized.

As a numerical evaluation of the classificationdmgh systems, the traditional set of met-
rics for a given issue was used: Accuracy (A), Bren (P) and Recall (R).

The first metric shows the general picture of tlessifier performance, calculating the ra-
tio of documents properly distributed by the classto total.

A= % [100%, (8)

whereM — the amount of correctly classified documents; tRe total amount of documents.
The metric of precision indicates the relation offrectly classified documents to a partic-
ular class and of all documents referred to thas<l
TP
P=———
TP+FP

The metric of recall is the relation of correcthassified documents to a particular class
and all documents belonging to this class in teegample.

R:L
TP+FN

The formulas of recall and precision metrics arestaucted on the basis of contingency
tables compiled for each of the possible classes.

100%. 9)

[100%. (10)

Table 1. Variant of the classifier evaluation

Evaluation of the classification results by an ekpe
Evaluation of the re- True False
sults by the classifief True TP (true-positive) FP (false-positive
False FN (false-negative TN (true-negative)

The calculation of recall and precision is conddcseparately, not joining them in the
popular metric of F-measure (11), which shows gaimed assessment of the classifier perfor-
mance.
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F =200 R Mmoo, (11)
P+R

5. Reaults

After teaching and test categorization the classfof the tested systems showed the following
results.

For the texts corpus of 3299 documents from Rei#558 collection the developed sys-
tem based on the free library LibSVM and prograomdprct Statistica has given the evaluation.

Table 2. Results of the evaluation

System Accuracy, % Precision, % Recall, %
developed 93 80 94
Statistika 89 75 75

In the table there are average values of the nsefivicthe developed system with step-by-
step application of nucleus functions mentionedsipresly and realized in the library LibSVM.
The classifier based on the support vector machahgarithm, implemented in the product of
StatSoft company allows automatically determinertiost suitable nucleus function for classifi-
cation of concrete objects, thus the figures oletiare considered as average and optimal for this
classifier.

6. Conclusions

The classifier of the developed system of procegssit data flows on the base of free library
LibSVM has shown better results in comparison ®riodule Machine Learning (Support Vec-
tors) of the system Statistika. This may be causgdoth: difference of approaches to texts
processing (markup, normalization) and choice efribicleus function. It is planned to improve
the classifier performance evaluation on mixedemibns.
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