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1. Introduction

Modern technologies allows to fabricate nano-systems 
with preassigned properties [1-3], which can be used in 
various fields of human activity – physics [4], 
chemistry [5], biology [6] and medicine [7]. It should 
be noted that usage of results of nano-physics and 
nano-technologies in biology and medicine is a very 
important problem, solving of which promises in future 
revolution transformations in modern life sciences. 
Namely, the new methods of medical treatment of 
cancer – plasmonic photothermal therapy (PPTT)
[8, 9], antivirus therapy [10-12], nanoparticles drug 
delivery [13, 14] improve the general state of play in 
modern medicine. The usage of new aspects of 
nanoplasmonics has led to development and fabrication 
of new types of different sensors [15, 16]. When 
considering interaction between the nanoparticles, one 
should point out to at least three aspects of the 

problem. There are the dependences of interparticle 
interactions on the dimensions of the particles, on their 
shapes and relative positions. All these aspects lead to 
different influence on the interaction potential. It 
means that the use of different technological methods 
to fabricate nanoparticles can help us to obtain the 
interparticle potential with a preset profile.

The general relations characterizing the potential of 
interparticle interaction on the base of the scheme 
developed in the work [17] will be evaluated and 
analyzed in our work.

2. Main equations

Using the method of calculation of interparticle 
interaction between the non-point nanoparticles 
characterized both by linear and nonlinear 
polarizabilities developed in [17], we shall consider the 
general expressions describing the interaction potential. 
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2.1. Free energy of the system and ground state

Let us consider two nanoparticles (‘a’ and ‘b’) 
characterized by any shapes and any dimensions. Let 
these particles are embedded into the medium of 
dielectric constant . The particles are characterized by 
the dielectric constants a and b, respectively. To find 
the relation between the polarization of the particles and 
fluctuating field acting in the system under 
consideration, one needs to take into consideration the 
free energy of the system, which can be written in the 
following form [18]
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where aUint  and bUint are the densities of the internal 

energy of the dipoles inherent to the particles ‘a’ and ‘b’, 

respectively; a
iP  and b

iP  are the dipole moments 

induced in the particles ‘a’ and ‘b’, respectively; the 

terms ex
i

a
i EP  and ex

i
b

i EP mean the energy densities 

for the dipoles ‘a’ and ‘b’ under the external electric 
field according to the system under consideration. When 
considering the system under a fixed temperature, the 
entropy term in the free energy can be omitted. The 

terms 2/a
i

a
i EP  and 2/b

i
b

i EP  describe densities of 

the interaction energy between the dipoles and local 
fields. These terms are written in the symmetrized form, 
and the factor ½  is written to take into account pair 

interactions. We should note that ba
iE , is the local field 

at the dipole, and it differs from the external field acting 

on the system ex
iE .

Let us suppose that the external field is lower than 
intramolecular fields. In this case, the addition to the 
internal energy of the particle caused by the dipole 
momentum of this particle will be lower than the energy 
of the chemical bonds in the material. Then, one can 
write the internal energies of the particles ‘a’ and ‘b’ as 
the expansion in a Taylor series over the dipole 
momentum P accurate within P4 [19, 20]
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where tensor parameters )(ij and )(ijrs describe the 

linear and nonlinear polarizabilities of the particles, 

respectively. The first term in the series )(
0
U  is the 

internal energy of the particle (caused by interatomic 
bonds inside the particle) which does not depend on the 

dipole momentum )(
iP and can be omitted when the 

ground state of the system will be found. It should be 
noted that because of nonpolar particles, one should 
consider the particles symmetry group which contains 
the inversion centre (this is the reason why the cubic 
nonlinear term in Eq. (2) is omitted). To find the energy 
of interparticle interaction, it is necessary to ascertain the 
relation between the dipole momentum induced in the 
particle and external field. To make it, one should write 
the exact form of the free energy and minimize it over 
the induced dipole momenta. Then, taking into account 
that particles under consideration are nonpoint, one can 
write the free energy of the system in the form
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where integrations are performed over the volumes of 
the particles ‘a’ – a, and ‘b’ – b. In this expression, 

)( a
ex
iE R  is the electric field external to the system of 

polarized particles, and it does not depend on the dipole 

momenta )(
iP . The fields ),,( a

b
i

a
i

a
i PPE R and 

 b
b

i
a

i
b
i PPE R,,  mean the local fields at the particles ‘a’ 

and ‘b’ (centers of which are situated in the points Ra

and Rb, respectively) induced by the dipole momenta at 
the particles ‘b’ and ‘a’. To find the ground state of the 
system, one should minimize the energy of the system 

by the dipole momenta ba
kP ,  [21, 23]
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with taking into account the connection between the 
field in an arbitrary point and the dipole momentum 
densities at the particles [24]
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The aim of the present calculations is to express the 
dipole momenta at the particles via the external field 

)(Rex
jE . It is noteworthy that in general case the 

variation procedure will be very complicated. To 
simplify the problem without loss of generality, one can 

suppose that the tensors ba
ij
, , ba

ijrs
,  and ),( RR ijG are 

symmetric. Then, writing Eqs (4) in the explicit form, 
one obtains 
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Performed minimization gives the system of 
equations that enables us to find the following relations 

between polarizations at the particles )( ,
,

ba
ba

iP R  and 

the external field )(Rex
jE
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Eqs. (8) and (9) are nonlinear integral equations 
and, in general, cannot be strictly solved analytically. 
Then, the solutions can be found by the method of 
successive approximations [25-27] with the assumption 
that free particles have not dipole momentum and 
external field is long-range. It means that one should 
find the solutions in the form
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Zero-order approximation can be found in the 
assumption that the particles are linear and 
noninteracting. Then, one can suppose that relation 
between the dipole momentum at the particle and the 
external (relatively to the particle) field is linear, 
namely: 
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Then, one obtains from Eq.(8) 
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To find the solution of Eq. (12), let us integrate 
both (left and right) parts of the equation over the 
volume of the particle ‘a’
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Taking into account that external field is, generally 
speaking, arbitrary, and integration is over any particle, 
and writing the external field as 
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Exponents exp(ikRa) are the orthonormal basis. 
Then, to satisfy Eq. (15), one must put to zero the 
expression in the brackets. As a result, one obtains 
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This expression has the same form as the 
expression of effective susceptibility obtained in [28]. 
The effective susceptibility describes the relation 
between the local polarization inside the particle and 
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external field. One should note that the coordinate Ra  in 
Eq. (16) is a coordinate inside the particle ‘a’. As it 
follows from the above speculations, the effective
susceptibility relates the local polarization inside the 
nanoparticle with an external field acting to the particle
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In this case, the expression [Eq. (17)] is very 
similar to a constitutive equation. Then, one can claim 
that unlike to the constitutive equation that describes the 
characteristic of a material, Eq. (17) describes the 
characteristic of an object. As it is known from [29], the 

term 




a

aaijaGdk ),(2
0 RRR  in Eq. (16) plays a role of 

self-energy part and describes the interactions inside the 
particle. In the case when interparticle interactions 
vanish, we obtain the susceptibility of the material from 
which the particle is made. Then, it is easy to find the 

physical treatment of the coefficient a
jl  in the series 

[Eq. (2)] 1)(  a
jl

a
jl . Analogously to Eq. (15), one 

can obtain the effective susceptibility for the particle ‘b’. 
To obtain the first iteration, one should substitute in 

Eq. (8) )()()( )1()0( RRR iii PPP  . Then, one can write 

the equation of the first order iteration 
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Substitution of Eq. (11) into this equation gives 
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where
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Obviously the same expression can be obtained for 
the particle ‘b’. Then, one can derive the relation 
connecting the polarization inside the particle 
characterized both by linear and nonlinear 
polarizabilities in the first order iteration (accurate 

within the linear term of nonlinearity tensor a
ilrs , 

ba, ) 
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This expression can be used to establish the 
interparticle interaction potential, which will be 
developed in the next chapter. 

2.2. The interaction potential 

The part of the energy of the system depending on the 
distance between the particles has a sense of interaction 
potential (binding energy) and can be defined as
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where d is the distance between the particles, and the last 
term 
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is the energy of the system when the particles are pulled 
apart one from another to infinity. As it can be easily 
seen from Eq. (22), to find the function of interparticle 
interaction as a function of the distance d, one has to 
know the explicit form of the self-consistent local field 
of the system. Then, to calculate the interaction 
potential, one should put Eqs (5) and (21) into Eq. (22). 
As a result, one obtains the explicit expression for the 
interaction potential, depending on external field acting 
to the particles composing the system under 
consideration
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where coefficients )(),( dCkl
 and ),( 

lmpqD are expressed 

via linear and nonlinear polarizabilities of the particles 
and the electrodynamic Green function of the medium 
where the nanoparticles are placed. One should note that 
the external field was taken outside integrals because of 
their long-range nature.

In the case when the external field controlled by 
experimentalist is absent, the interaction potential can be 
differed from zero because of the field of vacuum 

fluctuations )()0(
RjE . With account of rather small 

linear dimensions of the particles under consideration, one 
takes into account only long-range components of 
fluctuating field. Then, one can use Eq. (24) where the 
statistical averaging is made [30]. As a result, one obtains 
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The terms )(),( dCkl
 and ),( 

lmpqD are very lengthy 

and will not be written here in an explicit form. Because 
of 2-rank correlator spectral densities can be easily 
calculated, one should represent correlators  
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correlators, according to the rule analogous to Wick’s 
theorem [31]
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with different commutation of indexes i, j, k, l and a, b.  
Then the interaction potential can be expressed as 
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The correlator


 )()( )0()0( RR ji EE , in its turn, 

can be expressed via photon propagator of medium in 
which the particles are situated using the Callen-Welton 
theorem [32]. As it was shown in [30], one can express 
the spectral density of the correlator as







 sign),(Im)()( 0
2

2
)0()0(

abijji D
c

EE RRRR ,

(28)

where ),(0
abijD RR   is the photon propagator,  –

frequency, c – speed of light, sign = – 1, if  < 0, 
sign = 1, if  > 0, sign = 0, if  = 0. In the near-field 
approximation (when the retardation processes are 
neglected). In the case when one should calculate the 

correlators at the same points


 )()( )0()0( RR ji EE , 

one can use [30]
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As a result, one can write the explicit form of 
interparticle potential in the near-field approximation

6
,

12
,

)(
d

B

d

A
dU

baba  , (30)

with coefficients baA ,  and baB ,  depending on the type 

(dimension, shape and material from which the particles 
are fabricated). These coefficients were calculated with 
Eqs (27) to (29), but because of the explicit form of 
these coefficients are very lengthy we did not write these 

equations here. As it is seen from Eq. (30), the 
interaction potential is similar to the Lennard-Jones 
potential and has both repulsive and attractive terms.  

Using the expressions given above, one can 
evaluate the potential of interparticle interaction for the 
particles of various shapes and dimensions. 

3. Numerical calculations, results and discussion  

To illustrate the above obtained interaction potential 
between two nonpoint particles, we have presented here 
some results of numerical calculations for the interaction 
potential. To simplify the calculations, we have 
supposed that the long-range fluctuation fields mainly 
contribute to formation of the potential. Due to 
accounting for only rather small particles (not larger than 
100 nm), we used the near-field approximation, in the 
frame of which the electrodynamic Green function [34] 
was used 
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The coordinates of centers for the particles ‘a’ and 

‘b’ are taken as }2/,0,0{0 da R , }2/,0,0{0 db R , 

respectively. Then, one can see that the main 
contribution is given by the correlators 


)()( )0()0( RR zz EE . Taking into account these 

circumstances, we calculated the interaction potentials 
between two nanoparticles made from different materials 
(characterized by dielectric constant ), and 
characterized by different shapes and dimensions. 
Results of these calculations are shown in Figs 2 and 3. 
The interaction potentials describing interaction between 
two particles larger of which is a sphere with the radius 
50 nm, or smaller particles, each of which has the 
volume VS = 4186 nm3 (corresponds to spherical particle 
of the radii 10 nm) are shown in Fig. 2. The first 
characteristic feature of the potential is formation of 
minimum at the distance close to linear dimensions of 
the smaller particle. The second characteristic feature of 
the potential is its dependence on the shape of particles. 
The dependence of interparticle potential on dielectric 
constant of smaller particle, when the both particles are 
spherical, is shown in Fig. 3. The radii of the particles 
are 50 and 10 nm. The dielectric constant of the larger 
particle equals to 2. One can see that the potential 
strongly depends on the dielectric constant of material 
from which the particles are fabricated. Nevertheless, 
one can see that in a rather wide range of values of 
dielectric constants the potential can have a minimum 
that takes place at distances close to linear dimension of 
the smaller particle. Of course, it seems reasonable to 
perform similar calculations of the interaction potentials 
for different shapes, dimensions and dielectric constants 
of the particles. The results of the calculations show that 
the interaction potential can have both attractive and 
repulsive terms and strongly depends on 
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- shape and dimension of the particles;
- materials from which the particles are 

fabricated;
- mutual orientation of the particles.
All these properties allow us to suppose that the 

proposed mechanism of interparticle interaction can be 
used in biology and medicine for different purposes.

x
y

z

d  > ra+ rb

rarb

εmedium

εb
εa

Fig. 1. (Color online) Sketch of the system geometry.
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Fig. 2. Interaction potential for the particles of different shapes. 
Curve 1 corresponds to two spherical particles, curve 2 –
prolate ellipsoidal smaller particle, and curve 3 – oblate smaller 
particle.
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Fig. 3. The dependence of interparticle potential of two 
spherical particles on dielectric constant of material from 
which the smaller particle is made. Curve 1 corresponds to εs = 
10, curve 2 – εs = 5, curve 3 –  εs = 2.  

4. Implementation to biology and medicine

The results obtained in the previous chapter enable to 
think about the possibility of influence by nanoparticles 
on living objects – living cells, bacteria and viruses. It is 
pertinent to consider at least two ways of this influence. 
First of them is the ability to create a stable formation 
consisting of living objects and nanoparticles. Second 
way of the influence lies in the ability of nanoparticle to
induce rather strong electric field at the living object due 
to the so-called local-field enhancement [33, 34]. 

These two aspects of interaction between the living 
object and nanoparticle are most brightly pronounced in 
nanoparticle antivirus activities. Indeed, there are a lot of 
the communications in the scientific journals in which 
the ability of different types of nanoparticles to suppress 
the virus infection activity [11, 35, 36] is reported. In the 
previous works [11], authors suggested that formation of 
stabile configurations of ‘virus-nanoparticle’ can be 
considered as an universal reason of antiviral activity of 
the prepared nanoparticles. Indeed, it is clear that there 
are two definitely different mechanisms of the viral 
activity inhibition. The inhibition of viral activity 
consists of two kinds of processes: 

I. The first set of the mechanisms is related with 
abatement of the possibility for virus penetration inside 
the living cell. 

- The penetration of the viruses through the 
membrane of the cell depends on the geometry of the 
viral particle. Due to the stability of the complex ‘virus-
nanoparticle’ the geometry of the system differs from 
that of a single virus, which does not allow an efficient 
interaction between the active centers at the viral capsid 
and the living cell membrane.

- As it was noted above, the local field action on 
the receptors at the viral capsid can lead to modification 
of molecular groups on the receptors including their 
destruction. As a result, the virus loses its ability to 
penetrate through the membrane inside the living cell.

- In the case when viruses infected the cell and the 
processes of viral reproduction start, the viruses of a new 
generation leaving the cell interact with the 
nanoparticles and can lose its infection activities via the 
mechanisms mentioned above.

II. The next mechanism related with penetration of 
the viruses and nanoparticles inside the living cell.

- In the case when the system ‘virus-nanoparticle’ 
penetrates inside the cell, presence of the nanoparticle 
with its local field action can block the process of virion 
formation.

- In the case when inside the living cell the single 
nanoparticles penetrate, the action of the nanoparticle 
due to the local-field effects can block the virus 
reproduction by destroying the viral DNA or RNA 
structure.

Carefully analyzing all the circumstances 
described above, one can conclude that with the 
exception of geometrical factors of nanoparticle 
influence on the virus infection ability, all other terms 
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somehow or other are related with the local-field 
enhancement effect. Indeed, the presence of rather strong 
local field in molecular structures of virus active centres 
or intracellular organelles leads to appearance of a term 
proportional to –pEloc in Hamiltonian describing
formation of biospecific bonds. Moreover, the influence 
on the active centres via the strong local field leads to 
that the intramolecular bonds of active centres will be 
modified. This can lead to arising some other properties 
of the active centres. As a result, the active centres at the 
virus surface cannot play the role of ‘key’ to virus 
penetration into the cell. 

On the other side, as both the dipole momentum of 
intramolecular bonds and local field are caused by the 
field of vacuum fluctuations. It means that the 
perturbation term in Hamiltonian should be averaged. As 
a result, the influence of local-field will appear via 
correlators of fluctuating field similar to Eqs (28) 
and (29).   

5. Conclusions

In this work, the mechanism of interactions between two 
nanoparticles based on the local-field induced dipole 
momentum interaction with taking into account 
nonlinear polarizabilities of the particles is proposed. It 
was assumed that the dipole momentum induced at the 
particles can have a fluctuating nature. From this point 
of view, the proposed interaction is similar to van der 
Waals interaction (or Casimir effect [37]). Unlike the 
van der Waals interaction, the proposed mechanism of 
interparticle interaction leads to formation of both 
repulsive and attractive terms having the minimum at the 
distance between particles close to their linear 
dimensions. The profile and value of the potential 
depend both on dimensions and shapes of particles as 
well as their mutual orientations. Implementation of 
considered interaction between the nanoparticles to 
biology and medicine has been discussed.
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Abstract. A new mechanism of interaction between two nanoparticles characterized by their dimensions and shape has been proposed. The mechanism is based on the local-field induced dipole momentum interaction with taking into account nonlinear polarizabilities of the particles. The dipole momentum induced in the particles has a fluctuating nature. The proposed mechanism of interparticle interaction leads to formation of both repulsive and attractive parts having the minimum at the distance between the particles close to their linear dimensions. The profile and strength of the potential depend both on dimensions and shapes of the particles as well as on their mutual orientation. Implementation of the discussed interaction conception to biology and medicine has been discussed.
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1. Introduction 

Modern technologies allows to fabricate nano-systems with preassigned properties [1-3], which can be used in various fields of human activity – physics [4], chemistry [5], biology [6] and medicine [7]. It should be noted that usage of results of nano-physics and nano-technologies in biology and medicine is a very important problem, solving of which promises in future revolution transformations in modern life sciences. Namely, the new methods of medical treatment of cancer – plasmonic photothermal therapy (PPTT) [8, 9], antivirus therapy [10-12], nanoparticles drug delivery [13, 14] improve the general state of play in modern medicine. The usage of new aspects of nanoplasmonics has led to development and fabrication of new types of different sensors [15, 16]. When considering interaction between the nanoparticles, one should point out to at least three aspects of the problem. There are the dependences of interparticle interactions on the dimensions of the particles, on their shapes and relative positions. All these aspects lead to different influence on the interaction potential. It means that the use of different technological methods to fabricate nanoparticles can help us to obtain the interparticle potential with a preset profile.


The general relations characterizing the potential of interparticle interaction on the base of the scheme developed in the work [17] will be evaluated and analyzed in our work.


2. Main equations


Using the method of calculation of interparticle interaction between the non-point nanoparticles characterized both by linear and nonlinear polarizabilities developed in [17], we shall consider the general expressions describing the interaction potential. 


2.1. Free energy of the system and ground state


Let us consider two nanoparticles (‘a’ and ‘b’) characterized by any shapes and any dimensions. Let these particles are embedded into the medium of dielectric constant (. The particles are characterized by the dielectric constants (a and (b, respectively. To find the relation between the polarization of the particles and fluctuating field acting in the system under consideration, one needs to take into consideration the free energy of the system, which can be written in the following form [18]
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Let us suppose that the external field is lower than intramolecular fields. In this case, the addition to the internal energy of the particle caused by the dipole momentum of this particle will be lower than the energy of the chemical bonds in the material. Then, one can write the internal energies of the particles ‘a’ and ‘b’ as the expansion in a Taylor series over the dipole momentum P accurate within P54444 [19, 20]
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where tensor parameters 
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where integrations are performed over the volumes of the particles ‘a’ – (a, and ‘b’ – (b. In this expression, 
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with taking into account the connection between the field in an arbitrary point and the dipole momentum densities at the particles [24]
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The aim of the present calculations is to express the dipole momenta at the particles via the external field 
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Performed minimization gives the system of equations that enables us to find the following relations between polarizations at the particles 
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(9)

Eqs. (8) and (9) are nonlinear integral equations and, in general, cannot be strictly solved analytically. Then, the solutions can be found by the method of successive approximations [25-27] with the assumption that free particles have not dipole momentum and external field is long-range. It means that one should find the solutions in the form
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(10)

Zero-order approximation can be found in the assumption that the particles are linear and noninteracting. Then, one can suppose that relation between the dipole momentum at the particle and the external (relatively to the particle) field is linear, namely: 
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Then, one obtains from Eq.(8) 



[image: image37.wmf].


)


(


)


(


)


,


(


)


(


)


(


)


(


2


0


ò


W


¢


¢


¢


¢


+


+


=


l


a


a


ex


l


a


a


jl


a


a


ij


a


a


ex


i


a


ex


l


a


a


jl


a


ij


E


X


G


d


k


E


E


X


R


R


R


R


R


R


R


R



(12)

To find the solution of Eq. (12), let us integrate both (left and right) parts of the equation over the volume of the particle ‘a’
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(13)

Taking into account that external field is, generally speaking, arbitrary, and integration is over any particle, and writing the external field as 
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one can obtain 



[image: image40.wmf]{


}


.


)


(


)


(


)


,


(


)


(


2


0


k


R


R


R


R


R


R


kR


k


ex


l


i


a


a


jl


a


a


ij


a


il


a


a


jl


a


ij


a


E


e


X


G


d


k


X


d


a


a


a


ò


å


ò


W


W


¢


¢


-


-


d


-


l



(15)

Exponents exp(ikRa) are the orthonormal basis. Then, to satisfy Eq. (15), one must put to zero the expression in the brackets. As a result, one obtains 
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This expression has the same form as the expression of effective susceptibility obtained in [28]. The effective susceptibility describes the relation between the local polarization inside the particle and external field. One should note that the coordinate Ra  in Eq. (16) is a coordinate inside the particle ‘a’. As it follows from the above speculations, the effective susceptibility relates the local polarization inside the nanoparticle with an external field acting to the particle
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In this case, the expression [Eq. (17)] is very similar to a constitutive equation. Then, one can claim that unlike to the constitutive equation that describes the characteristic of a material, Eq. (17) describes the characteristic of an object. As it is known from [29], the term 
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 in Eq. (16) plays a role of self-energy part and describes the interactions inside the particle. In the case when interparticle interactions vanish, we obtain the susceptibility of the material from which the particle is made. Then, it is easy to find the physical treatment of the coefficient 
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To obtain the first iteration, one should substitute in Eq. (8) 
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Substitution of Eq. (11) into this equation gives 
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where
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(20)


Obviously the same expression can be obtained for the particle ‘b’. Then, one can derive the relation connecting the polarization inside the particle characterized both by linear and nonlinear polarizabilities in the first order iteration (accurate within the linear term of nonlinearity tensor 

[image: image50.wmf]a


ilrs


b


, 

[image: image51.wmf]b


a


,


=


a


) 



[image: image52.wmf].


)


(


)


(


)


(


)


(


)


(


)


(


)


(


)


1


(


0


)


1


(


0


,


,


,


)


0


(


0


,


,


b


ex


l


b


jl


a


ex


m


a


ex


l


a


ex


k


a


jklm


b


a


ex


j


b


a


b


a


ij


b


a


b


a


i


E


X


E


E


E


N


E


X


P


R


R


R


R


R


R


R


e


+


+


e


+


+


e


=



(21)

This expression can be used to establish the interparticle interaction potential, which will be developed in the next chapter. 


2.2. The interaction potential 

The part of the energy of the system depending on the distance between the particles has a sense of interaction potential (binding energy) and can be defined as
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where d is the distance between the particles, and the last term 
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is the energy of the system when the particles are pulled apart one from another to infinity. As it can be easily seen from Eq. (22), to find the function of interparticle interaction as a function of the distance d, one has to know the explicit form of the self-consistent local field of the system. Then, to calculate the interaction potential, one should put Eqs (5) and (21) into Eq. (22). As a result, one obtains the explicit expression for the interaction potential, depending on external field acting to the particles composing the system under consideration
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where coefficients 
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are expressed via linear and nonlinear polarizabilities of the particles and the electrodynamic Green function of the medium where the nanoparticles are placed. One should note that the external field was taken outside integrals because of their long-range nature.


In the case when the external field controlled by experimentalist is absent, the interaction potential can be differed from zero because of the field of vacuum fluctuations 
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. With account of rather small linear dimensions of the particles under consideration, one takes into account only long-range components of fluctuating field. Then, one can use Eq. (24) where the statistical averaging is made [30]. As a result, one obtains 
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The terms 
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 are very lengthy and will not be written here in an explicit form. Because of 2-rank correlator spectral densities can be easily calculated, one should represent correlators  
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with different commutation of indexes i, j, k, l and a, b.  


Then the interaction potential can be expressed as 
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The correlator 
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, in its turn, can be expressed via photon propagator of medium in which the particles are situated using the Callen-Welton theorem [32]. As it was shown in [30], one can express the spectral density of the correlator as



[image: image66.wmf]w


-


w


w


=


w


b


a


sign


)


,


(


Im


)


(


)


(


0


2


2


)


0


(


)


0


(


a


b


ij


j


i


D


c


E


E


R


R


R


R


,



(28)

where 
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, one can use [30]
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As a result, one can write the explicit form of interparticle potential in the near-field approximation
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with coefficients 
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 depending on the type (dimension, shape and material from which the particles are fabricated). These coefficients were calculated with Eqs (27) to (29), but because of the explicit form of these coefficients are very lengthy we did not write these equations here. As it is seen from Eq. (30), the interaction potential is similar to the Lennard-Jones potential and has both repulsive and attractive terms.  


Using the expressions given above, one can evaluate the potential of interparticle interaction for the particles of various shapes and dimensions. 


3. Numerical calculations, results and discussion  


To illustrate the above obtained interaction potential between two nonpoint particles, we have presented here some results of numerical calculations for the interaction potential. To simplify the calculations, we have supposed that the long-range fluctuation fields mainly contribute to formation of the potential. Due to accounting for only rather small particles (not larger than 100 nm), we used the near-field approximation, in the frame of which the electrodynamic Green function [34] was used 
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The coordinates of centers for the particles ‘a’ and ‘b’ are taken as  
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, respectively. Then, one can see that the main contribution is given by the correlators 
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. Taking into account these circumstances, we calculated the interaction potentials between two nanoparticles made from different materials (characterized by dielectric constant (), and characterized by different shapes and dimensions. Results of these calculations are shown in Figs 2 and 3. The interaction potentials describing interaction between two particles larger of which is a sphere with the radius 50 nm, or smaller particles, each of which has the volume VS = 4186 nm3 (corresponds to spherical particle of the radii 10 nm) are shown in Fig. 2. The first characteristic feature of the potential is formation of minimum at the distance close to linear dimensions of the smaller particle. The second characteristic feature of the potential is its dependence on the shape of particles. The dependence of interparticle potential on dielectric constant of smaller particle, when the both particles are spherical, is shown in Fig. 3. The radii of the particles are 50 and 10 nm. The dielectric constant of the larger particle equals to 2. One can see that the potential strongly depends on the dielectric constant of material from which the particles are fabricated. Nevertheless, one can see that in a rather wide range of values of dielectric constants the potential can have a minimum that takes place at distances close to linear dimension of the smaller particle. Of course, it seems reasonable to perform similar calculations of the interaction potentials for different shapes, dimensions and dielectric constants of the particles. The results of the calculations show that the interaction potential can have both attractive and repulsive terms and strongly depends on 


· shape and dimension of the particles;


· materials from which the particles are fabricated;


· mutual orientation of the particles.


All these properties allow us to suppose that the proposed mechanism of interparticle interaction can be used in biology and medicine for different purposes.
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Fig. 1. (Color online) Sketch of the system geometry.
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Fig. 2. Interaction potential for the particles of different shapes. Curve 1 corresponds to two spherical particles, curve 2 – prolate ellipsoidal smaller particle, and curve 3 – oblate smaller particle.
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Fig. 3. The dependence of interparticle potential of two spherical particles on dielectric constant of material from which the smaller particle is made. Curve 1 corresponds to εs = 10, curve 2 – εs = 5, curve 3 –  εs = 2.  

4. Implementation to biology and medicine


The results obtained in the previous chapter enable to think about the possibility of influence by nanoparticles on living objects – living cells, bacteria and viruses. It is pertinent to consider at least two ways of this influence. First of them is the ability to create a stable formation consisting of living objects and nanoparticles. Second way of the influence lies in the ability of nanoparticle to induce rather strong electric field at the living object due to the so-called local-field enhancement [33, 34]. 


These two aspects of interaction between the living object and nanoparticle are most brightly pronounced in nanoparticle antivirus activities. Indeed, there are a lot of the communications in the scientific journals in which the ability of different types of nanoparticles to suppress the virus infection activity [11, 35, 36] is reported. In the previous works [11], authors suggested that formation of stabile configurations of ‘virus-nanoparticle’ can be considered as an universal reason of antiviral activity of the prepared nanoparticles. Indeed, it is clear that there are two definitely different mechanisms of the viral activity inhibition. The inhibition of viral activity consists of two kinds of processes: 



I. The first set of the mechanisms is related with abatement of the possibility for virus penetration inside the living cell. 


- The penetration of the viruses through the membrane of the cell depends on the geometry of the viral particle. Due to the stability of the complex ‘virus-nanoparticle’ the geometry of the system differs from that of a single virus, which does not allow an efficient interaction between the active centers at the viral capsid and the living cell membrane.


- As it was noted above, the local field action on the receptors at the viral capsid can lead to modification of molecular groups on the receptors including their destruction. As a result, the virus loses its ability to penetrate through the membrane inside the living cell.


- In the case when viruses infected the cell and the processes of viral reproduction start, the viruses of a new generation leaving the cell interact with the nanoparticles and can lose its infection activities via the mechanisms mentioned above.


II. The next mechanism related with penetration of the viruses and nanoparticles inside the living cell.


- In the case when the system ‘virus-nanoparticle’ penetrates inside the cell, presence of the nanoparticle with its local field action can block the process of virion formation.


- In the case when inside the living cell the single nanoparticles penetrate, the action of the nanoparticle due to the local-field effects can block the virus reproduction by destroying the viral DNA or RNA structure.



Carefully analyzing all the circumstances described above, one can conclude that with the exception of geometrical factors of nanoparticle influence on the virus infection ability, all other terms somehow or other are related with the local-field enhancement effect. Indeed, the presence of rather strong local field in molecular structures of virus active centres or intracellular organelles leads to appearance of a term proportional to –pEloc in Hamiltonian describing formation of biospecific bonds. Moreover, the influence on the active centres via the strong local field leads to that the intramolecular bonds of active centres will be modified. This can lead to arising some other properties of the active centres. As a result, the active centres at the virus surface cannot play the role of ‘key’ to virus penetration into the cell. 


On the other side, as both the dipole momentum of intramolecular bonds and local field are caused by the field of vacuum fluctuations. It means that the perturbation term in Hamiltonian should be averaged. As a result, the influence of local-field will appear via correlators of fluctuating field similar to Eqs (28) and (29).   


5. Conclusions


In this work, the mechanism of interactions between two nanoparticles based on the local-field induced dipole momentum interaction with taking into account nonlinear polarizabilities of the particles is proposed. It was assumed that the dipole momentum induced at the particles can have a fluctuating nature. From this point of view, the proposed interaction is similar to van der Waals interaction (or Casimir effect [37]). Unlike the van der Waals interaction, the proposed mechanism of interparticle interaction leads to formation of both repulsive and attractive terms having the minimum at the distance between particles close to their linear dimensions. The profile and value of the potential depend both on dimensions and shapes of particles as well as their mutual orientations. Implementation of considered interaction between the nanoparticles to biology and medicine has been discussed. 
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