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Various technical and other real-world systems can be modelled with decent pre-
cision as linear systems. This approach is the core of the long established control
theory, whose mathematical apparatus is ubiquitous when it comes to controlling
some kind of system. While it is hard to underestimate importance of this approach,
long history of research in this field showed some of its shortcomings which may
hinder its application in various ways. For example, it does not allow to incor-
porate constraints on control signal’s magnitude into the system’s model. Thus,
engineers are forced to manually tune controller’s parameters ad-hoc in order to
satisfy these constraints. This paper is dedicated to development of an alternative
control algorithm based on the model predictive control approach. Its core idea is
to generate control sequences by solving an optimization problem which objective
function depends on predicted future state. It allows to generate fast stabilization
trajectories without additional tuning by using the classic linear system’s evolu-
tionary equation as a future state predictor and constraints on controls as optimiza-
tion problem’s constraints. Meaningfully defined objective function is crucial in
order to make this control algorithm work properly. It appeared that defining an
objective function with good enough properties in general case is not a trivial task.
This paper leverages modern nonstandard analysis in order to achieve this feat.

Keywords: MIMV system, linear system, optimization, model predictive con-
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It is a common engineering problem to control some kind of system in order to ensure
its stability and prevent its malfunction or even self-destruction in case of reaching extreme
states it can not sustain. These are so-called stabilization problems.

A wide range of systems which require such control are representable as linear multi-
input multi-value (MIMV) systems, i.e. systems with n-dimensional real-valued state
evolving in discrete time according to equation

Xpy1 = Axy + Buy (1
and possible controls constrained with
u, € CCR, )

where C is a closed bounded convex set.

Within the framework of this formalization, the stabilization problem can be loosely
described as ”how to bring the system from initial state xy to 0 with synthesized control
sequence in minimum number of steps while preserving computational resources”.

The classic approach to the stabilization problem, which originates from the control
theory, is to create a feedback loop like

Uy = ka. (3)
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This approach, as well as many other, share the same drawback: they do not use avail-
able control resources to their full potential. They do not stabilize the controlled system in
the fastest possible way. For stable systems it is bearable as long as the method can guar-
antee that stabilization will be significantly faster than without any control at all. At the
same time, for unstable systems (with spectral radius p(4) > 1) this becomes a problem,
because constraints on possible control signals effectively limit the set of initial states xo,
for which it is a priori possible stabilize the system.

For unstable systems inefficient usage of control resources means that for a particular
unstable system ([ll) with constraints () the set of initial states x, stabilizable by a partic-
ular algorithm is just a subset of all initial states x, stabilizable a priori. In practice, it is
relatively easy to find for a particular unstable system ({ll) with constraints (P]) a particular
initial state x, stabilizable by one algorithm and not stabilizable by another (or even by
the same algorithm with different metaparameters).

A classic workaround used to work with unstable systems is to say that a controlled
system ([ll) combined with a controller (B)) is a new system

X1 = (A + BD) Xk» (4)

and to choose such D, that will make this combined system stable. But this approach just
hides the fact that there are still some control signals somewhere inside of this combined
system, and these control signals are still constrained.

The problem of inefficient usage of control resources becomes even more pronounced
if any kind of random perturbations (noise) or uncertainties are added into the equation.
Under such conditions if the system’s state is near the stabilizable area’s boundary, it can
be thrown outside of it by random perturbations on first few steps, even though in deter-
ministic case it would be theoretically possible to stabilize the system. Detrimental effect
of random perturbations and uncertainties is the most dangerous when the system’s state
is near its stabilizable area’s boundary. At the same time their influence is negligible when
the system’s state is near 0 (of course, if there is a controller which compensates it). This
is why it is important to choose the most fast stabilization trajectory — in order to min-
imize timeframe in which the stabilization process can be affected by randomness and
uncertainties in an irreversible way.

Thus, the general task in these regards is to define reasonably the most efficient way
to utilize available control resources in terms of stabilization speed and formulate corre-
sponding stabilization algorithm.

Considering the aforementioned drawbacks of the classic approach to this problem,
it is natural to search for ways to mend them. Thus, the model predictive control (MPC)
approach was applied [[I-3] as an alternative.

The core idea of this approach is to explicitly find “the best” possible control sequence.
In order to do this we compare different possible control sequences in terms of some kind
of utility function. This way, ’the best” control sequence is the one which has the lowest
value of the utility function. Thus, to find this control sequence it is enough to solve a
corresponding mathematical optimization problem.

The main caveat is that it is not practically feasible to optimize controls on infinite
future horizon. Instead, we have to decide on a specific number of future steps (i.e. to
decide on a horizon), for which controls are optimized.

Considering that our aim is to stabilize the system, or, in other words, to bring its state
vector to zero at some point in future, it is reasonable to define the utility function as
some kind of measure of future system state’s closeness to zero. In particular, of the future
state at the end of the prediction horizon, predicted from the sequence of controls on this
horizon.
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Computational experiments demonstrated [3], that while this approach works, in many
cases it shows undesired behaviour. It is obvious, that for different initial states x, differ-
ent number of steps is required to stabilize the system. If it happened that the prediction
horizon length is equal to this minimum number of steps, the solution of the optimiza-
tion problem is indeed the best possible control sequence. But if the horizon is longer, the
computed solution would almost certainly stabilize the system exactly at the end of the
prediction horizon and not earlier. And if it is shorter, the stabilization trajectory in most
cases would differ from the initial part of any of the shortest stabilization trajectories, thus
decreasing stabilization speed.

This misbehaviours force us to solve multiple optimization problems for different pre-
diction horizon lengths in order to obtain the fastest stabilization trajectory. It drastically
increases required computational resources, which becomes even more pronounced if we
consider the fact that the problem’s complexity also grows with increase of the prediction
horizon’s length.

Another unfortunate consequence is that the result of such procedure is a pregenerated
control sequence for all duration of the predicted stabilization trajectory, which in most
cases would be long. If the system is affected by random perturbations (noise) or if mea-
surement of the current state is not precise, then real trajectory of the system would deviate
from the predicted and thus this control sequence would become obsolete after first few
steps. That is why we would essentially need to repeat this extensively complex compu-
tational procedure after each step of system’s evolution, which increases computational
burden even more. And it becomes even worse if we need to generate next control signals
in real time.

All this could be avoided if the utility function (the notion of state’s distance from zero)
provided us close-to-ideal trajectories even on short prediction horizons. Experiments in
[B] demonstrated, that combinations of systems and corresponding utility functions with
such properties indeed exist. In particular, it was demonstrated that straightforward future
state’s Euclidean norm and prediction horizon equal to one gives trajectories identical
(or nearly identical) to ideal ones for systems with diagonal matrix 4 in ([l}). This leads
to a hypothesis, that for each particular system’s structure there is a such well-behaving
utility function. Thus, this work is devoted to finding a way of such utility functions’
construction.

1. Problem statement

Let’s begin with formal definition of the stabilization problem from the MPC point of
view. The system ([ll), (B) has n dimensional state x evolving in time, so let there be some
(at this point arbitrary) function V : R” — [0, + inf) which is intended to be used as a
measurement of state’s distance from 0, with following properties. It is:

« convex (i.e. Va,b € R"Vr € [0,1] V(a+r(b—a)) < (1 —r)V(a) +rV(b));

* has (global) minimum in 0;

* V(0) = 0;

*Vx#0V(x) > 0.

Thus, if we want to stabilize the system (), (£, then we want to bring future system’s
state as close as possible to 0, where “closeness” is expressed in terms of this function V. If
the current point of (discrete) time is k and the prediction horizon length we have choosen
is s, then this our wish can be formally expressed as

V(xk+S(A,B,xk7 Ufy oy uk+571)) — min (5)
Ufy o oy Upps—1 € Ca (6)
where x;1(...) is a predicted future state, dependent on future controls wuy, . . ., Ugrs—1,

current system’s state x; and system’s structure defined by matrices 4 and B.
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Future state’s prediction x;(. . .) can be easily obtained from ([ll), and it is as follows:

xk+S(A7B7xk7uk7 .- ~7uk+571) =

s—1

=A%+ Y AT T Buyy,. (7)
i=0
Thus, the stabilization problem (8), (f) is transformed into
s—1
V(A% + > A4 ' Buyy;) — min (8)
i=0

Ufy oo oy Upps—1 € C. (9)

The only and the main question left is how to define such function V(-) with which
the problem (8), () would produce close-to-ideal stabilization trajectories even on short
prediction horizons. It is the topic of the following sections.

2. Optimal stabilization in systems with diagonalizable transition matrix 4

Let’s begin with a situation for which it is simple to derermine reasonably efficient
objective function. If matrix 4 in ([ll) is diagonalizable, i. e. there is such matrix P, that A
can be expressed as

A0 0
o e
A=P ) P, (10)
0--e020 A,
then it would be beneficial to transform the state-space as in
Yk = Pxg. (11)
In this transformed state-space the evolution equation ([I) can be rewritten as
P~ yisr = APyt Buy (12)
or, equivalently,
Vg1 =PAP~ 'y +PBuy. (13)

From ([L0), (L3) it is obvious that every component of y evolves independently from
each other, if we do not consider the (arbitrary) way in which control vectors u are gener-
ated. Thus, it also becomes obvious, that the best possible control sequences uy, . . ., Ujt5—1
are the ones, for which the PBu component pushes components of y to be the closest to 0.
Or, more formally:

[Vits]| — min

(14)
Ufy o+ oy Uprs—1 € CcC Rr,
s—1
HPASP’ka +3° (P4"P~") PBuy| — min
=0 (15)
Uy« ooy Ups—1 € C CR,
s—1
P(Aka T ZAS*“Z‘BMHI-) | — s min
i=0 (16)

Uy ooy Upyrs—1 €C C R,
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where |- is a norm. In the following sections the Euclidean norm (||y|l>, = ¢/>_1,1?)
will be used, because other norms may arise complications discussed further (and those
which are fine still do not improve anything much).

By the way, we can control proirity of stabilization for different components of the
transformed state-space by choosing a particular matrix P in transformation ([L0). If we
have a particular transformation matrix P, we can reprioritize stabilization speed of differ-

ent components of y with coefficients vy, . . ., v, > 0 by choosing different transformation
matrix P’ = TP, where
vr 0cee 0
0o . ..
0----.:0 ",
As we will see below, the coefficients vy, . . ., v, can be choosen not only from the real

line R, but also from the hyperreal line HR. This can give us some benefits even in this
simple case, because it gives us more flexibility in prioritization.

3. General problem decomposition

In case when matrix 4 is not diagonalizable, it becomes much less obvious which
future system state x(xg, 4, B, t, . - ., ug+s—1) is the best among possible ones (consid-
ering constraint (f)). Luckily, all possible pathological cases can be properly described
in a systematic way in terms of the real-valued Jordan decomposition.

As we know, every possible (real-valued) matrix 4 can be decomposed into a block-
diagonal form with four following types of blocks: 1 x 1 matrix (a scalar), rotation cell

R(a,b):(_z 2) a,beR\ {0}, (18)

aperiodic cell

A1 0-----0
0 .
LA = | 0 f, AeR\{0}, (19)
1
[ 0 A
and rotation-aperiodic cell
a b| 1 0
b al| 0 1
a b
—b a
S(a,b) = , a,beR\{0}. (20)
a b| 1 0
—b al| 0 1
a b
—b a

As with example in the previous section, each of resulting cells naturally corresponds
to a linear subspace of the original state-space, projection of the state x on which evolves
independently from projections on linear subspaces corrresponding to other cells. It means
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that impact of our controls (and of possible random perturbations) on future system’s states
remains isolated inside each corresponding linear subspace. In other words, consequences
of projection on such linear subspace of control impact Bu remain isolated inside the same
linear subspace indefinitely.

So, let there be a Jordan decomposition

A=P P 1)

of the feedback matrix A4.

What we can immediately see in aperiodic cells (19), (20) is that all of their corre-
sponding components of Px; except for one impact not only their own future values in
Px; 1, but also of neighboring ones. Thus, in order to be able to use the same approach, as
with diagonalizable feedback matrices 4, it is important to reduce this unwanted impact
as much as possible.

Theoretically, we can do it as in

== ... 0 3600 0 0
0, IR o
LA =] 0 0 0/ (22)
e :
0-vvnnnin 01 R I N P
O ovvnnn. 0 A 0 0 1
==
0 Ef(nfl)
S(a,b) = X
e’ 0
0 ¢°
a b| e 0
—b al| 0 ¢
a b
—b a
X ) X
a bl ¢ 0
—b a €
a b
—b a
e 10
0 En—l
X , (23)
e 0
0 ¢

where the smaller ¢ > 0 we choose, the more independent become dimensions in the
feedback loop. The drawback of this approach is that in practice by decreasing ¢ we would
quickly encounter numerical problems in computations while calculating an optimal con-
trol on a computer. Thus, to achieve better results we need to extend the notion of real
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numbers we ubiquitously use in a way that would allow us to consistently operate with
concept of an infinitesimal number.

As a side note, you may notice that rotation Jordan blocks in form ([L§) are not di-
agonalizable (if we are not using complex numbers) and so we can not untangle them by
state-space transformations even to some degree. The same also applies to the rotation-
aperiodic cells (R0): we can untangle from each other different rotation cells they are
consisting of as in (23), but we can not untangle them completely. But, considering their
nature, it is still fine: they produce a rotating vector in a projection of the state onto the
corresponding linear 2-d subspace, and thus, considering that our aim is system’s stabi-
lization, we need to minimize its Fuclidean norm, but not the independent corresponding
transformed state-space components. If we use the Euclidean norm as a measure of whole
state’s distance from zero in ([[4)—([L§), then this caveat does not make any difference. But
if we want for some reason to use another kind of norm, then we must make sure, that this
norm of our choice is calculated not from individual state vector’s components, but from:

» components corresponding to scalar (1 x 1) Jordan cells;

« components corresponding to untangled variants of aperiodic Jordan cells ([L9) (as
in (22));

« Euclidean norms of component pairs corresponding to rotation Jordan cells ([L§);

* Euclidean norms of component pairs corresponding to rotation blocks of untangled
variants of rotation-aperiodic Jordan cells (R0) (as in (23)).

For example, let us suppose that we want to use a variant of the so-called p-norm not
identical to the Euclidean norm (||v||, = />, W, p € [1,2) U (2, +00)). In this case
if we have untangled Jordan decomposition

12 g 1

0 1 2

(2] 3

1 4
-1 5, (24)

V2 V2| & 0 |6

V2 V2| 0 & |7

V2 V2 |8

—V2 V2 /9

we must use norm constructed as following:

VIl = || 01,32, 93, 104, ¥5) T2, 1|6, 17) 2, ||(Vsa)/9)TH2)THp- (25)

4. On the notion of the hyperreal line

The following sections will heavily use the notin of hyperreal numbers. As it is not
among mainstream mathematical instruments, this section will discuss some of their prop-
erties which are of interest in this paper.

The most distinct feature of the hyperreal number line R is that, while containing
real numbers in itself, it introduces infinitesimal numbers. A positive infinitesimal is such
number d, that it is bigger than 0 and smaller than every positive real number ((d > 0)
AVe € R(e > 0) — (d < ¢)); a negative infinitesimal is such number d, that it is smaller
than 0 and bigger than every negative real number ((d < 0)AVe € R(e < 0) — (d > ¢)).
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Considering that all arithmetic operations and functions defined for the real line are
also applicable for the hyperreals, this automatically produces quite rich set of nonstandard
numbers. For example, if there exists some positive infinitesimal d, then there is also
—d (which is an example of negative infinitesimal), all of its powers, all of their linear
combinations and so on. And, for instance, its integer powers satisfy

y
0<..<d<d<d<d<d'<d?*<d’<... , (26)

where its negative powers (i.e. d~!) are examples of positive infinite hyperreals (which
are bigger than any real number).

Having the notion of infinitesimal numbers, the notion of infinitesimally close num-
bers naturally arises. Two hyperreals a, b € IR are infinitesimally close (a ~ b) ifa — b is
infinitesimal. And so, there is another valuable property: any finite hyperreal is infinitely
close to some real number, which is called its shadow. For example, shadow of infinites-
imal number d is =0, and = + = 1. Infinite hyperreals, obviously,
do not have shadows.

Every set of real numbers S C R has its “enlarged” hyperreal counterpart *S C HR.
This way, for example, a real line segment [a,b] := {x € R: (x > a) A (x < b)} has its
enlarged counterpart *[a,b] = {x € HR: (x > a) A (x < b)}, which contains:

» all real numbers in [a, b];

» all hyperreals infinitely close to real numbers in (a, b);

» all hyperreals infinitely close to a from right;

» all hyperreals infinitely close to b from left.

Theorem (Robinson’s Compactness Criterion). S is a compact set in R” iff for every
le*S exists e S[4,p. 117].

Naturally, enlargement of any finite set of real numbers is the set itself (*{xy, ..., x,} =
{x1,..,xn}, n € N) and enlargement of the whole real line is the hyperreal line ("R =
= IR).

Finally, the most precious property of the hyperreal line is the transfer principle. It
can be loosely described as following: every true statement about real numbers formally
written in the first order logic has its counterpart about hyperreal numbers with all sets
replaced by their enlargements, which is also true. This is the reason why hyperreals inherit
many valuable properties of real numbers, such as the fact that the hyperreal line is also
an ordered field.

Nevertheless, when using the hyperreal calculus it is important to be careful with ap-
plying well-known statements about real numbers onto hyperreal numbers. Being able to
do such transfer is one of the most important of their properties. But there is a caveat:
not all possible statements can be transferred. It is due to the fact that not all statements
can be described as a first order logic formula. For example, the statement that every
upper-bounded set of numbers has a least upper bound is true in R, but is not true in IR.
It is trivial to see, that set of all finite hyperreals is upper-bounded by any positive infinite
hyperreal, but its least upper bound does not exist ([4, p. 11], [§, Chapter 4]).

If reader is interested in more deep understanding of construction and usage of hy-
perreal numbers, here are works the author of this paper consulted with while preparing
it. For detailed and explicit construction of (different variants of) hyperreal line and for
formal discussion of their properties see [6]. For reasonably complete alternative calculus
built on top of hyperreals see [[7]. For lightweight informal introduction into the notion of
hyperreals and the role of mathematical logic in describing their properties, see [5]. For a
complete lecture course on hyperreals adapted to a textbook, see [4].
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5. Defining optimal control with hyperreal-valued objective function

Let’s again consider equation (21)). As we know, the Jordan decomposition matrix .J
can be represented as

Uy

v,

J= : @7)

L
where each of ¥, ..., U,, is either a scalar, or one of (1§)—(R20).
Thus, we can further decompose each cell as ¥; = AflA,A,«, ie{l,...,m}, where:
'A,‘:&*G{5/€]HR|5/>0},A,‘:\I/,‘,if\I/,‘€R;
A = % ;))) for some §; € {§' e R | & > 0}, A; = U, if U; = R(a, b) for
some a,b € R\ {0} (see (1§));

Sip—
A z_;"‘ L 0 veen- 0
Simy O-vvven 0 L
0 . 0. T
.Al: e - .' 5Ai_ - .. 0
.. 0 LG
.. . -, 0
[ P 0 &, | 6,2
Ocvevenennns 00 A
for some d;1,...,0;,, € {8/ € R |5 > 0},
where%zOforje1,...,(ni—l),
if U; = L(A) for some A € R (see ([19));
din O
0 51'771,
o Ai: ".. 9
51 0
0 &
a b|=t g
B
b al 0 8
a b
—-b a
A=
5,
a b 51_; 50
—b al| 0 5‘;
a b
—b a
for some d;1,...,0;, € {8/ € R | > 0},
5:) !
whereﬁ%Oforje1,...,(n,«—1),

if U; = S(a, b) for some a,b € R\ {0} (see (R0)).
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This way we can say that

A A
A A;

Ay

Ay
y . (@8)

So, from (R1)) we can produce
A=P'T7LYP. (29)

As we can see, the shadow | L | of matrix L is a block-diagonal matrix with only scalar
(1 x 1) and rotation ([L§) blocks. Thus, we can obtain such state-space transformation
y = YPx, whose components corresponding to 1 x 1 blocks and pairs of components
corresponding to the rotation blocks ([[§) evolve almost independently of each other. It
allows us to conveniently define the objective function as ||ys4s/[» — min in the same
way, as we have done it in Section P Thus, the convex optimization problem which is
proposed to be used for control synthesis can be represented as

s—1
TP(ASxk + ZAS_I_iBukJr,») ‘ % min (30)
i=0 2
ZF()(uk,...,uk+5,|)
Ufy o v oy Upg—1 eCCR. (31)

Similarly to the example with diagonalizable matrix 4, it allows the norm in the objec-
tive function to capture changes in the almost-independent components. This way it is able
to capture long-term benefits or losses from different possible control sequences in more
consistent and explicit way. It is a significatnt improvement if compared with straight-
forward minimization of future state’s distance from zero ||xx4||, because the latter is
indifferent to the system’s feedback loop structure defined by the matrix 4. In particular, a
lower value of ||x;|| can hide more detrimental future impact of a corresponding future
state, than of some another possible state with higher value of the same norm.

The fact that coefficients on the main diagonal of T are hyperreals gives us another
valuable instrument in controller design: now we can explicitly specify that one of the
components of the transformed state-space has infinite times bigger stabilization priority
than another. This is exactly what happens for coefficients of A corresponding to untan-
gled aperiodic and rotational-aperiodic cells according to the decomposition above. But,
aside from these rules, we can freely tune comparative priorities of transformed state’s
dimensions corresponding to different Jordan cells. For example, we can make priority of
dimensions corresponding to unstable cells infinite times bigger then of those correspond-
ing to stable ones.
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It is also important to notice that while the objective function in (B0), (B1)) is hyperreal-
valued, its variables uy, . . ., uy4s—1 are constrained by the set C, which is a subset of R” and
thus is convex only in R”, but not in HR". It is reasonable to narrow the search area of the
problem’s solution to the real-valued vector space because in practice it is not possible, for
example, to apply a hyperreal-valued amount of voltage to some kind of electronic device.

6. On existence of the solution

Before trying to solve (some variant of) the problem (B(), (B1l) it is important to discuss
whether its optimum exists. While the Extreme Value Theorem is a well-known result
in the classic mathematical analysis, in the nonstandard analysis, which arises from the
notion of hyperreal numbers, we need to be careful with transferring seemingly obvious
statements onto nonstandard entities. It is proven for one-dimensional case [4, p. 80], but
for (Bd), (B1l) we need to prove this theorem in a quite specific formulation.

Theorem (Extreme Value Theorem). Ifthere is a continuous function f:R" xS — R,
where S is a compact nonempty subset of R", then for each h € TR" exist gmax(h) =
= argmaxge-s /(h,g) and guin(h) = arg minge-s *f(h, g).

Proof. 1t is a known fact, that every continuous real-valued function defined on any
compact nonempty set S € R” has its maximum and minimum values on it. The following
can be stated as its corollary for every continuous function f: R” x § — R:

Vh € R" 3gmax € S Vg € S fh, 2) < flh, gmax)> (32)
Vh € R™ 3gin € S Ve € SAh,g) > flh, gmin)- (33)

Thus, by the transfer principle:

Vh € " Igmax € *S Vg € *S flh,g) < flh, gmax) (34
Vh € IR" Jgmin € *S Vg € *S flh,g) > f(h, min)- (35)
O

Corollary. Objective function (BQ) has its minimum and maximum on *(CH).

It is important to notice, that in general case it is not guaranteed that g,,ax () and/or
Zmin(h) are real-valued. Moreover, there are trivial cases when they are indeed non-
standard (not real-valued). We also don’t know whether there are any f{-,-) and & for
which minges f{h, g) and/or maxges flh,g) does not exist (while min,.«g f{%,g) and
max,c s f(/, g) still exists, as follows from this variant of the Extreme Value Theorem).

Nevertheless, the fact that (B(), (B1]) always has real-valued solution will be shown
explicitly in the following section.

7. Decomposition of the convex optimization problem
with hyperreal-valued objective function

This section will discuss an explicit algorithm of solving the problem (80), (B1]) with
hyperreal-valued objective function by solving a sequence of problems with real-valued
objective function it is decomposed into. This procedure, described as in form of mathe-
matical induction, will also serve as a proof of the problem solution’s existence.

The idea of this procedure is to sequentially cut off parts of the set of possible con-
trols (B1]) in such way, that it would each time decrease maximum value of the objective
function (B0) on the remaining subset of controls. As it will be demonstrated in the math-
ematical induction’s stop condition, after finite number of steps the remaining part will
produce equal values of the objective function (Bd), which thus are its minimum value on
the set of possible controls.
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7.1. Decomposition-based problem solving procedure.
Induction base. Let there be a diagonal hyperreal-valued matrix Ty := Y (obtained
from the procedure described in the Section [§), an objective function

s—1 2

YoP (A“‘xk 4 ZA“_I_iBukJF,»)
i=0

FO(uka"'7uk+S—1) = (36)

2

and its domain
Sy =C" CR"™, (37)

which are identical to (B0) and (B1]) correspondingly.
Induction step. There is a diagonal matrix Y,_; = diag(vy—1.1, ..., Ug—1,), Objec-
tive function

2

s—1
Fot (s sty ) = | yoaP (4 + >0 4 " By (38)
i=0 2

and its domain S,_; C C* C R™*. T,_; has all of its coefficients nonnegative and there is
at least one nonzero coefticient among them. F,,_; preserves order with /o on S, (i. e. for
any (ug, ... upys—1) € Sq—rand (g, .., up ) € Sq—1 wehave Fy_y (ug, . ., thys—1) <
S Fq,l(u,/(, ceey u//c+s—l) iffF()(uk7 ceey uk+s,1) S Fo(u,/c, ceey u,/c_‘_s_])).

From the Extreme Value Theorend follows, that (B§) maps set of controls Sy—10nto an
interval {f € IR : fiin <f < fmax }> Where fiin and fiax are the minimum and maximum
possible values of (B§) on *(Sq—1) D Sg—1.

Let us fix an index i, such that v, ; _, is the biggest among dagonal coefficients
of T,_; (or one of the biggest, if there are several equal ones which are bigger than any
other). Then, a diagonal matrix T;fl = UHIJ ] T,—1) has all of its coefficients in
*[0,1], and at least one of them is equal to 1. Thus, there exists its shadow .

Let there be a problem

s—1 2
T;,JP(ASxk n ZAS_I_iBukJri) s min, (39)
i=0 2
(u;ﬁ R uk+371) S Sq,l CcC’ CR™,. (40)
Considering that controls uy, . . ., ux1— are real-valued, we can write that

s—1 2

Ty P(An+ > 4 B
i=0

2

s—1 2
(s S )
i=0 2

Then, considering the way the set S,_; was defined on the previous iteration, the
problem (B9), (#0) becomes an example of classic convex optimization problem, which
can be solved explicitly (for example, with the CVXOPT solver [8]). We denote set of its
solutions as S, C S, C C°.

It is an obvious fact that if two hyperreals a, and b are finite, then from @ < @
follows a < b. As S, C S, is a set of solutions of (89), (#0), we can conclude that for
any combination of controls from &, the value of the objective function F,_; is strictly
less than any other combination of controls from S,_; \ S,.

(41)
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F,_1 preserves order with Fp on S,_1, so, again, for any combination of controls from
S, the value of the objective function Fj is strictly less than any other combination of
controls from S, \ S,.

Considering that S, C S,—; C ... C &y and that we have the same property for all
previous steps, we conclude that for any combination of controls from S, the value of the
objective function F is strictly less than any other combination of controls from Sy \ S,.

We know that on S, the value of (BY) is a constant, so let’s denote this value as Pg—1-
Function F, defined as

1
F(/](Mk, .. '7uk+s—l) = 7Fq—1(uk7 B uk-‘rs—l)_
Vg—1,ig—
2
— min Pg—1. (42)
Vg—1,1 0
Vg—1,ig—1

preserves order with F,_ on S, (i.e. Fy_1(ug, .. thpys—1) < Fyor(up, .. up ) iff

F;(uk, e Uprs—1) < F;(u,’(7 - U 1)), SO it also preserves order with Fj on S,.
Let us denote rows of P as py, .. ., p,. If we reduce domain of function F; to S, we

will obtain the following:

Fq(uk7 . .,ukJrS,l) = F;|S(uk, . .7uk+571) =
q

2
n s—1
_ Z ( Uqfhl pj<Agxk+ ZAS—]—I’BukJri)) —
j=1

Vg—1,i4-1 i—0

s—1

= Z (Uq,jpj (Asxk + ZAsliBuk_H)) =

j=1 i=0

s—1 2

TP (A + 3 4 By
i=0

(43)
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Stop condition. By construction, at each step ¢ the next obtained diagonal matrix T,
has at least one more coefficient on the main diagonal equal to zero, if compared to the
T,—1. So, there is a step ¢ at which we will obtain Y, = 0. Thus, Fy(u, . . ., hjts—1) =
= 0. But F| preserves order with Fjy on S;. So, Fy has equal values on &;. And from the
last step we have that for any (uy, ..., ui5-1) € Sy and any (uy, ..., up ) € So\ S,
Fo(ug, .. s tgys—1) < Fo(up, ..., u ;). Or, in other words, S, is the (nonempty) set of
solutions of the problem (30), (B1).

7.2. On usage of non-Euclidean norms. While there seems to be no practical reason
to use norms other than Euclidean, it is possible to use some of them. For instance, the
procedure and proof in the previous subsection can be adapted to the example of the p-
norm based composite norms constructed like (23) from Section B. But there may be
caveats with other norms.

First of all, we must make sure that the non-Euclidean norm we want to use satisfies
precautions about rotation and rotation-aperiodic cells, described at the end of Section B.
But even if it satisfies them, it still may produce unwanted effects. For example, if we want
to use the maximum norm ||v||i,r = max?_, || as a basis for composite norm complying
with the aforementioned precautions, it may (depending on coefficients of matrix 1) leave
some of the dimensions effectively uncontrolled until other ones are completely stabilized.
Other nonstandard norms may even maximize part of components instead of minimizing
them if there is a coefficient v; infinitesimally smaller than other ones (i. e. if there is v;

Vi o 0
such that o 0) and % (()/17 e Vi1, 00Yint, - .y,,)T) £ 0.

M./l Miwenko

CTPYKTYPHO-OBYMOBIJIEHA 3AJIAYA
ONTUMIBALIIL J1JI1 KEPYBAHHS 3A TTPOTHO3HOIO
MOJIEJUTIO V JIIHIMHUX CUCTEMAX I3 BATATBMA
3MIHHUMHU TA BXOJAMU

Mmuxaiino JImutposny Minenko

[HCTUTYT MPUKIAIHOTO CHCTEMHOTO aHamily, HallioHambHUN TEXHIYHUI YHIBEpCHTET
Vxpaian «KuiBcekuit momitexHiuHUH iHCTHTYT iMeHi Iropst Cikopcskoroy», M. Kuis,
mdmisch@firemail.cc, mdmisch@protonmail.com

Pi3HOMaHITHI TEXHIYHI Ta iHIII CUCTEMH MOXYTb OyTH 3MOZICJILOBAHI 13 IPHCTOM-
HOIO TOYHICTIO SIK JIiHIMHI cucTteMu. Lle# miaxia € 0CHOBOIO JIaBHO BiAOMOI 1 3a-
TATLHOIPUIHATOT Teopii KepyBaHHS, MATEMAaTHYHHUI arapar SKoi € HeBiI'€MHIM,
KOJIU TIOTPIOHO KepyBaTH JESKOI CHCTEMO0. Xodua BaXKIMBICTH IIbOTO ITIIXOIY
Ba)XKKO HEIOOL[IHUTH, TPUBAJIA ICTOPiS JOCTIPKEHb Y [IbOMY HaNpsIMKy IOKa3asa
JIesKi 1oT0 HEJOMIKH, SIKi MOXYTh Y Pi3HI CIIOCOOH 3aBa)KaTH HOTO 3aCTOCYBaHHIO.
Hanpuxinan, BiH He 103BOJISIE BKIIOYHTH OOMEKEHHS Ha BEJIMYNHY KEPYIOUOTO CH-
THAJIy Y MOJeNb cucTeMu. Uepes 1e iHKeHepHu 3MYyILIeHI Bpy4YHY ITiUIaIlTOBYBaTH
napaMeTpH KOHTPOoJIepa B KOKHOMY BHITAIKy OKpeMo, ab¥ 3aJOBOJIBHUTH IIi 0OMe-
KeHHs. JlaHa cTaTTs mpucBs4YeHa po3poOlli aIbTePHATUBHOTO AITOPUTMY KepyBa-
HHSI Ha OCHOBI TTiIXOy KePyBaHHs 3a MPOTHO3HOK MOZIEILTI0. Moro ocHoBHa ixest
HOJIATAE y TOMY, {00 TeHepYBATH MOCTITOBHOCTI KepyBaHHS MIJIIXOM PO3B'I3aHHS
3aja4i ONTHUMI3aLil, HiIboBa QYHKIIIS SKOT 3aJISKHUTH BiJ HependaueHoro Maiioy-
THBOTO cTaHy. lle no3BoMsie reHepyBaTy MBHAKI cTabinmi3amiiiHi Tpaekropii Oe3
JIOIaTKOBOTO Ii/UIAIITOBYBaHHS aJTOPUTMY 32 PaXyHOK BHKOPHUCTAHHS CBOJIOLIi-
HOT'O PIBHSHHS KJIACHYHOT JIIHIHHOT CUCTEMH SIK IIPEIUKTOpa Mai0yTHHOTO CTaHy,
a o0MeXeHb Ha KepyBaHHS — sIK 0OME)XEHb 3aJ1a4i ONTHUMi3aLii. 3MiCTOBHO 3a7aHa
LiTbOBa (PYHKIS KPUTHYHO HEOoOXiTHA, aOW Iell allTOPUTM ITIPALOBAB HAICKHUM

MidcHapoOHULl HAYKOBO-MEXHIYHULL HCYPHAL
Ipo6remu xepysanns ma ingpopmamuru, 2022, Ne 3 35



36

YUHOM. SIK BUSBWIIOCS, 33JaTH LJIbOBY (YHKIIIO 3 JOCTaTHBO JOOPUMH BIIACTH-
BOCTSIMHU € HETPUBIAIBHOIO 3a1a4et0. Y [JaHiil CTaTTi 3aCTOCOBAaHO CydacHHUH He-
CTaHJAPTHUI aHaJi3, a0U 3pOOUTH 116 MOXKITUBUM.

Kurouosi ciroBa: miniifHa cucTeMa, onTHMI3aNis, KepyBaHHS 32 IPOTHO3HOIO MO-
JIEIUTIO, CTab1Ti3allis, HeCTaHIapTHUI aHai3, TINepAiiCHI yhcia, TinepaiicHO3Ha-
YHA IIJI60Ba QYHKILIS.
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