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Sign language is a visual way of communicating used by people who are deaf or hard
of hearing. It involves handshapes, facial expressions, and body movements to con-
vey meaning. Sign language helps the deaf community interact with each other and
the hearing world, allowing them to participate fully in society. According to the
WHO (World Health Organization) over 5 % of the world’s population — or 430 mil-
lion people — experience problems with hearing. More than 44,000 people with
hearing impairments are registered with the Ukrainian Society of the Deaf, an all-
Ukrainian public organization for the disabled. Therefore, it is extremely important to
develop new software, available to the public, that would allow quickly and effec-
tively learn and understand sign language. This work aims to review gesture recogni-
tion techniques and develop a system for detecting and classifying gestures of the
Ukrainian dactylic alphabet. Two main approaches to gesture recognition, glove-
based and computer vision-based (CV), are explained, with the latter being preferred
due to its flexibility and widespread usage. The text elaborates on deep learning-
based approaches, particularly LSTM networks, and the advantages they offer in au-
tomatically learning features from raw image data. The process of creating a dataset
for training the gesture classification model is described, which involves recording
videos of hand gestures and extracting keypoints using Google MediaPipe. The mo-
del training phase is detailed, covering the architecture of the LSTM-based classifier,
optimization algorithms, and loss functions. The resulting model achieves an accura-
cy of 98.4% on the test dataset. A program for real-time gesture recognition is deve-
loped using Python and relevant libraries. The program utilizes a webcam feed to de-
tect and classify hand gestures, displaying the top three predicted letters of the
Ukrainian dactylic alphabet. The scientific novelty of the obtained results: the paper
presents a method that utilizes hand keypoints for recognizing hand gestures of the
Ukrainian dactyl alphabet. Also, as part of the development of the gesture recognition
system, a data set was collected, where each gesture corresponds to 50 videos of
65 frames. The practical significance of the results obtained: the model obtained as a
result of the study can be used to interpret the gestures of the Ukrainian dactylic al-
phabet. The dataset collected for training this model can be used in other works to
train or validate similar models. The paper might be of use to the ones who are inte-
rested in developing similar systems for gesture recognition.

Keywords: Ukrainian sign language (USL), Ukrainian dactyl alphabet, gesture
recognition, LSTM and Google MediaPipe.

Introduction

Sign language is a visual way of communicating used by people who are deaf
or hard of hearing. It involves handshapes, facial expressions, and body move-
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ments to convey meaning. Sign language helps the deaf community interact with
each other and the hearing world, allowing them to participate fully in society.

According to the WHO (World health organization) over 5 % of the world’s popu-
lation — or 430 million people — experience problems with hearing. More than 44,000
people with hearing impairments are registered with the Ukrainian society of the deaf,
an all-Ukrainian public organization for the disabled [1].

In this context, applications for interpreting sign language can be very beneficial as
they can narrow the communication gap between sign language users and those who are
not familiar with sign language. They can be used in educational and healthcare settings
to facilitate communication between hearing and non-hearing people.

Therefore, the aim of this work is to review the techniques for gesture recognition
and develop a system for detecting and classifying gestures of the Ukrainian dactyl al-
phabet.

Sign language is a communication system that relies on visible cues, such as hand
gestures, eye movements, facial expressions, and body language, to convey meaning. It
is primarily used by people who are deaf or hard of hearing, but it can also be used in
other contexts where verbal communication is not possible or practical.

Although both sign languages and gestures involve the use of the hands (and other
parts of the body), they are somewhat different. Sign languages, like spoken languages,
have evolved over time and have their own grammar and structural rules, and are used
instead of speaking. Gestures, on the other hand, are mostly used during the verbal
communication.

Examples of gestures include waving when saying «Hello» or «Goodbyey, point-
ing to an object or place, shrugging to indicate uncertainty, and giving a thumbs up or
thumbs down to indicate approval or disapproval. The gestures just act as a supplement
to verbal communication.

Sign language has many variations across different countries and regions. These
variations reflect the unique cultures and customs of the people who use them. For in-
stance, American sign language (ASL) is different from British sign language (BSL),
which is different from Australian Sign Language. This means that sign language users
may have difficulty communicating with people from other countries, even if they both
use sign language [2].

Today, there are more than 300 different sign languages in the world, spoken by
more than 72 million deaf or hard-of-hearing people worldwide [2].

Deaf individuals use two kinds of sign language — conversational sign language
and mimetic sign language (ukr. xanbkyroua »xectoBa moBa) — that differ in their lin-
guistic structure and functional purpose [3].

Mimetic sign language, which is used alongside spoken language, is composed of
gestures that function as replacements for spoken words and maintain the same se-
quence as words in a typical sentence. Since mimetic sign language lacks its own
grammar, it relies on the grammar of the spoken language. Typically, it is employed by
the deaf in formal situations like conferences, meetings, and so forth.

Conversational sign language, which we will further refer to as Ukrainian sign lan-
guage (USL), differs from mimetic sign language in that it has its own syntax and sen-
tence construction rules, rather than simply repeating the word order of spoken language [3].

To illustrate, in mimetic sign language, the phrase «There’s a chair in the bottom
left corner of the room, and a floor lamp is behind the chair» would be conveyed using
several gestures representing individual concepts (left, bottom, corner, room, to stand,
chair, floor lamp) and alphabet letters. In conversational sign language, however, the
same phrase would be demonstrated as follows: the left hand of the speaker makes a
gesture representing the concept of a chair, and the right hand makes a gesture repre-
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senting the floor lamp, with both gestures being performed simultaneously but the left
gesture being positioned to the left and closer to the speaker, thus reflecting the speci-
fied spatial relationship between the two objects [3].

The USL is typically used in a casual and informal setting, where conversations re-
volve around everyday events. Therefore, certain concepts are absent from the language,
such as specialized designations that are only used in the learning process [3]. When the
need arises to express such concepts, deaf people who have achieved a certain level of
education can use mimetic sign language. However, this does not at all indicate the in-
completeness or primitiveness of the USL, but rather emphasizes its functional purpose.
This also explains the absence of specialized designations in the language's vocabulary,
which are always present in spoken language situations, such as designations for the
head, nose, hand, etc. They are always expressed by pointing to the head, nose, hand,
etc. Such gestures are called indicative gestures [3].

Indicative gestures are widely used in conversational sign language and have
a fairly wide range of functions. For example, if a deaf person «tells» a conversation
partner the color of their new coat, they can point to a passerby, thereby showing that
their coat color is the same as that of the passerby's coat. The lexical features of conver-
sational sign language may also be related to kinesics. For instance, gestures that ex-
press the meaning of «going up» and «going downy differ only in the direction of
movement: upward and downward, respectively [3].

Translating from USL to Ukrainian verbal language is a complex scientific and
applied problem, the solution of which requires analyzing the grammar of Ukrainian
sign language, developing translation rules from Ukrainian verbal language to sign
language, and vice versa [3]. The absence of large dictionaries and corpora of
Ukrainian sign language increases the complexity of developing a computer transla-
tion system for USL.

Therefore, in this work, we will develop a system for translating gestures from
the USL alphabet which is a less complex task that requires smaller amounts of data.

1. USL alphabet

Fingerspelling (or dactylology) is the representation of the letters of a writing sys-
tem, and sometimes numeral systems, using only the hands. These representations are
gathered into manual alphabets (also known as finger alphabets, hand alphabets, or dac-
tyl alphabets) that are often used in deaf education and have subsequently been adopted
as a distinct part of several sign languages [4].

The Ukrainian dactyl alphabet is an auxiliary system of Ukrainian sign language in
which each gesture of one hand corresponds to a single letter of the Ukrainian alphabet.
The dactyl alphabet is used for pronouncing auxiliary words, words that lack gestural
representation, as well as when it is necessary to clarify the meaning of a particular
word. The modern Ukrainian dactyl alphabet includes 33 dactyl signs, which is the
same as the number of letters in the Ukrainian alphabet [4].

Each gesture in the Ukrainian dactyl alphabet can be reproduced in three ways: by
finger movement; by wrist movement; by positioning one's fingers in a specific way. 23
gestures of the Ukrainian dactyl alphabet we will call «static» since they require only
positioning one’s fingers in a specific way. The remaining 10 gestures will be referred
to as «dynamic» since they require to position one’s fingers in a specific way and move
either wrist or finger.

The need for movement when reproducing some gestures is caused by the similari-
ty of some of these gestures. We can list these similar gestures in the form of pairs: I-I,
U-1, A-10, T-I, -0, X-3.
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2. Approaches to gesture recognition

There are two approaches to gesture recognition: glove-based, which involves
wearing some kind of gloves with sensors that capture hand motion and position in
space, and CV-based which uses computer vision techniques and does not require wear-
ing any sensors [5].

Computer vision or CV is a field of artificial intelligence and computer science that
focuses on enabling computers to interpret and understand the visual world. It involves
developing algorithms and techniques that allow computers to analyze and interpret im-
ages and video data. The CV-based approach does not require any special equipment,
except a computer camera, however, involves several challenges such as lighting varia-
tion, complex backgrounds, noisy images or videos, or occlusion [5].

We may view hand gesture recognition as an object detection task. Object detec-
tion is a set of computer vision tasks that deal with object localization and classification
within an image or video. Object localization is a computer vision task that involves
identifying the location of one or more objects in an image or video. Object classifica-
tion is a computer vision task that assigns a class or category label to an object in an im-
age or video. Therefore, the goal of an object detection algorithm is to locate the pres-
ence of objects with a bounding box and assign each object a class label.

There are several approaches to object detection which can be grouped into two
categories: machine learning-based approaches and deep learning-based approaches [6].

Machine learning-based approaches use computer vision techniques to look at va-
rious features of an image, such as color or object edges, to identify groups of pi-
xels that may belong to an object. These features are then fed into a machine lear-
ning algorithm, such as a support vector machine (SVM) or random forests (RDF),
to classify the object.

For example, in [7, 8], approaches are presented that use image color spaces (such
as RGB, HSV, and Y-Cb-Cr) to separate the hand from the background of the image.
By separating the hand from the background we would have information about its shape
which can be used to classify the hand gesture. In [9] Haar-like features are used for
posture recognition as well as the AdaBoost learning algorithm to speed up the perfor-
mance of the gesture classifier.

The performance of machine learning-based approaches is often limited by the
quality of the features used and requires significant domain expertise to produce effec-
tive results.

On the other hand, deep learning-based approaches use neural networks to learn
features from raw image data automatically and do not require hand-crafted features.
This has led to significant improvements in the accuracy of object detection systems,
and deep learning-based approaches have become state-of-the-art in the field. Deep
learning-based approaches use neural network architectures like YOLO (You Only
Look Once), SSD (Single Shot Detector), or CNN for object localization and the extrac-
tion of the features that are then used for gesture classification.

For instance, in [10, 11] deep convolutional neural networks (CNN) are used to
classify images with hand gestures. The model proposed in [10] is used to recognize
gestures from the Ukrainian dactyl alphabet and achieves an accuracy of 97 %. The
model presented in [11] achieves 99 % accuracy in recognizing hand gestures of post-
stroke people. In [12, 13] models utilize hand keypoints to classify hand gestures.
In [12] hand keypoints are classified using one-shot, heuristics-based classifier that
achieves a 0,86 % false positive rate and 44.4% recall rate on the test dataset. In [13]
the classifier is based on the LSTM network and achieves an accuracy of 92,54 %
on the test dataset.
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3. System for recognizing USL alphabet gestures

Since deep learning-based approaches give good results in object detection and are
the most popular in the field of computer vision, in this work, we will utilize two deep
neural networks to detect and classify USL alphabet gestures. The first one, a pre-
trained neural network, called HandLandmarker, will be used to detect a hand on the
video and extract its keypoints [14]. The second one will classify a hand gesture on the
video using the extracted keypoints.

3.1. Google MediaPipe. Google MediaPipe is a set of tools and libraries that allow
its users to apply machine learning methods to solve such problems as face detection,
hand landmark detection, or pose landmark detection. Models proposed within the Me-
diaPipe library are open-source, fully customizable, and can be set up both on mobile
devices and computers.

The HandLandmarker model is a part of the Google MediaPipe library and can be
used to detect and extract hand landmarks from an image or video. This model is com-
posed of two parts: a single-shot detector, called BlazePalm, which is used to detect ini-
tial hand locations, and a regression model which is used to extract hand landmarks and
handedness (i.e. whether the detected hand is left or right) [14,15]. HandLandmarker
outputs a list of 21 hand keypoints, where each keypoint has X, y, and z coordinates.

3.2. LSTM network. An LSTM (Long Short-Term Memory) network is a type of
recurrent neural network (RNN) that can learn long-term relationships between input
data and is capable of processing the entire sequence of data rather than individual ele-
ments [16]. Since the output of HandLandmarker is a list of hand landmarks, the LSTM
network is well-suited for their processing and, therefore, will be used as a basis for ges-
ture classifier.

As it is shown on the Fig. 1, The LSTM network can be represented as a set of re-
peating «modules», where each module calculates the output ht using input data xt and
passes data to the next module [17]. All modules have the same structure and consist of
three «gates»: forget gate, input gate, and output gate. Gates control how the
information in a sequence of data comes into, is stored in, and leaves the network [17].

& ® ®
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.
»
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A A%* A

I I
&) ® &)

Fig. 1

One of the most important concepts on which LSTM is built is called cell state.
Cell state is the long-term memory of the network which is available to each LSTM
module. The state of the long-term memory is changed using gates, mentioned
above [17].

The first gate (the forget gate), shown on the Fig. 2, is responsible for determining
how much of the information from long-term memory we can «forget». To do this, we

multiply the cell state, denoted by C,_4, by vector fy ={w,V,,...,v,}€[0,1]", which

is calculated using the input data xt, output of the previous LSTM module h_;, weight
W;, bias b, and sigmoid function:
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In the f; vector, a value close to O indicates that the corresponding long-term

memory component is not relevant, and vice versa, a value close to 1 indicates that the
component is relevant. We can think of the components of this vector as filters that let
more information pass through them when the values are close to 1 [18].

e fo=0(Wy-[he_1, 2] + by)

fry

Fig. 2

The second gate (the input gate), shown on the Fig. 3, determines what new infor-
mation should be added to the cell state. Firstly, we calculate a vector of updated long-
term memory values denoted by Ct [17]. This vector shows us how much each compo-

nent of the long-term memory (cell state) of the network needs to be updated with new
data [18].

it =0 (Wi [he—1, ] + b;)

C, = tanh(We-[hi—1, 2] + be)

Fig. 3

When we calculate Ct we use the tanh (hyperbolic tangent) function because its
values lie in the range [- 1, 1] [17]. The possibility of negative values here is necessary
if we want to reduce the influence of the update vector component on the cell state [18].

tanh = ﬂ, 2)
e +e*
C, is then multiplied by vector i;, which is similar to f, . However, in this case, a val-
ue close to 0 in vector i; will indicate that a corresponding element of the cell state
should not be updated [17].
The result of the multiplication of Ct by i; is added to the cell state resulting in

the long-term memory of the network being updated. This can be seen on the Fig. 4.

ﬁT r—»{@ Cy = f1 % Cy_1 + iy % C

Fig. 4
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The third and last gate (the output gate), shown on the Fig. 5, decides which
data will be output by the LSTM module [17]. To determine the output we will use
the output of the previous LSTM module h_4, input data x;, and the newly updated

cell state C,.

Enh> op =0 (W, [hi—1,x] + bg)
hy = o * tanh (C})

he 1 hy

A

Fig. 5
Firstly, we create a filter o, which is similar to f; in the forget gate; the inputs are

the same as well as the activation function. This filter is applied to the updated cell state
C; to make sure that only the necessary information is output. Before applying the fil-

ter, however, we pass the cell state to the tanh function so that output values were in the
[-1, 1] interval [17].

3.3. Dataset creation. Deep neural networks require a significant amount of data
to train them. For the Ukrainian dactyl alphabet, there are no publicly-available data sets
that can be used to train the model, so it was decided to create our own set.

The resulting dataset consists of 33 classes. Each class corresponds to 50 videos,
which are further divided into 65 frames.

Initially, it was decided to use YouTube videos to create the dataset. However,
even though the quality of the videos found was high, the number of videos was too
small to train the network and required additional preprocessing. In total, six videos
from YouTube were used, as well as videos from the Spread The Sign resource, an
online multilingual sign languages dictionary.

Each of the six YouTube videos was divided into video segments depicting a par-
ticular gesture of the dactyl alphabet. After that, the video fragments were divided into
65 frames; if a video fragment consisted of fewer frames, it was «looped» by adding the
original frames to the end of the fragment.

To record the rest of the video, a program was developed in the Python program-
ming language using the OpenCV and Google MediaPipe libraries. The program uses
a computer’s webcam to record a 65-frame video. After recording, the video frames are
saved in JPG format on a computer disk.

After each recorded video, the program pauses for 5 seconds to let you prepare
for the recording of the next video. During the video recording, the program dis-
plays the code of the gesture, for which a video is being recorded as well as the
number of the video.

After collecting the required number of video frames for each gesture, Google Medi-
aPipe and NumPy are used to extract key points from each video frame and save them to a
computer disk. This significantly speeds up the processing of keypoints, as we can no longer
need to work with images, instead we can work with lists of numbers.

3.4. Model training. The gesture classification model consists of 6 layers. The first
3 layers use LSTMs with the activation function tanh (hyperbolic tangent). The re-
maining layers are regular densely-connected layers, 2 of which use ReLU as an activa-
tion function, while the last layer uses Softmax.
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tanh(x) = =, )
X e
eYi
Soft max(y); = ——, 4)
z i
=1
Re LU (x) = max(0, X), ®)

Adam algorithm is used as an optimizer for the model. Optimizers are algo-
rithms that are used to adjust learnable parameters of the model (i.e. weights and
biases) to minimize the loss function and maximize mode efficiency. Adam opti-
mization algorithm is an extension of stochastic gradient descent and is widely
used for deep learning applications in computer vision and natural language pro-
cessing [19].

The cross-entropy loss will be used as a loss function. This function is often used
for multi-class classification problems and is defined as follows:

CE = —%ti log(Soft max(s);), (6)
i=1

where n is the total number of classes, t; is a true probability for the i-th class, and
Soft max(s); is a predicted probability for the same class [20].

The model was trained on an NVIDIA GeForce 1660 Ti GPU. The training lasted
1416 epochs, with the model’s accuracy stopping at 99 % after 960 epochs. The training
dataset was 20 % of the total dataset. The total number of parameters, used by the mod-
el, is 188321.

In Fig. 6-8, we can see the number of parameters used by the mode and how
the model’s accuracy and loss function value changed during the training.

Layer (type output Shape Param #
Tiilz (L;TM) (None, 65, 64) 32768 ]
Istm 13 (LSTM) (None, 65, 128) 98816
Istm 14 (LSTM) (None, 64) 49408
dense_12 (Dense) (None, 64) 4160
dense_13 (Dense) (None, 32) 2080
dense 14 (Dense) (None, 33) 1089

Total params: 188,321
Trainable params: 188,321
Non-trainable params: @

Fig. 6
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3.5. Model evaluation. To evaluate the performance of the trained model we will
use metrics like classification accuracy, precision, recall, and F1 score; we will also plot
the confusion matrix and ROC curve.

Classification accuracy (or accuracy) is the ratio of correct predictions to the total
number of predictions made [21].

Num. of Correct Predictions

Accuracy = — - (7
Total Num. of Predicitons

The accuracy of the model for gesture classification on the test dataset is 98,4 %.

However, this metric may be misleading if the dataset is imbalanced (i.e. when
some classes have more samples than others). For this, we will supplement accuracy
with other metrics that measure classification performance.

A confusion matrix isa nxn matrix, where n is the number of classes the model is
trying to predict. It provides a detailed summary of the model's predictions and the actu-
al values from a dataset by grouping the classification results into four categories: True
Positive, False Positive, True Negatives, and False Negatives [21].

Suppose we are dealing with a binary classification problem, where we have a set
of samples categorized into two classes: Yes and No. Additionally, we have developed
our own classifier that assigns a class to each input sample. After evaluating our model
on 100 samples, we obtained the following outcome.

Table
n =100 Predicted No Predicted Yes
Actual No 40 10
Actual Yes 5 45

In this case, the four categories, mentioned above, can be interpreted the following
way: True Positives (TP) — the cases when both actual and predicted values are «Yesy;
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the cases in which the actual value is «No» but the predicted

False Positives (FP)

value is «Yes»; True Negatives (TN) — the cases when both actual and predicted val-
ues are «Noy; False Negatives (FN) — the cases in which the actual value is «Yes» but

the predicted value is «Noy.

Applied to the example above, values will be the following: TP — 45, FP — 10,
TN — 40, FN - 5. In the case of the model for classifying USL alphabet gestures, the

confusion matrix will be a 33x33 matrix, which can be seen below. The matrix is

shown in the Fig. 9.

Confusion Matrix
000000D00D0OD0OODODODO0OOODODOOODOOOOOOOOODO

12
10

8
-6

7
0
0
0

o

000000O00OOOOOCOOOOOOOOOOOOOOOOOO
0)600O0O0OD0O0D000D0000O0O0O00O0OOOODOCOOOOOOO
00001T0000000000000O000O0OO0OOOOOOOOOODO
000OO0O0O6OO0O00O0O0O0O00O0O0O0O0O0OOO0OOOOOOOOOOOOODO

0000000 JOO00000000000000010000000

0

00000O0O0OOOOOOOOOOOOOOOOOOOOOOO
#Jooo0O0O0OD0ODODODODODODOODODOODO0ODODOODODOOODODOOO

0

0

5

0

0
000O0O0OO0OO0EOOODO0O0O00O0O0O0O0O0O0OOO0OOOOOOOOOODO

000000OO000200000000O00O0O0O0OOOOOOODODOOO
00000000003 0000000O00O0O0O0OOOOOOODODOOO

0000000000O0FJOD0000000000000000O0O00O0

0
0
0
0
0
0

L 2 € ¥ S 9 L 8 &

(==l o]
(==l o]
(==l o]
o o o
o o o
o o o
o o o
o o o
o oo
o oo
o oo
o oo
o oo

o o
o
o o

o o o

00000O0O0OOO0OOOOO

0
0

0
0
0

o o o

4000000000000COQO0O0OQOO0O

o oo

0

o oo
o oo
o oo
o oo
o oo
(==l o]
(==l o]
(==l o]
(==l o]
(==l o]
o o o

000O000OO00O0O0O0O0OO0OO0OO0OO0OOOB00O0O0OOCOOOOOO0DO

00000O0OO0O0O0OO

o o o

00000000000000OCfJo0000000000000O0O0O0

0000000000000 O0Jo00000000000000000O0
00000000000000CCOfEoO

00000000000O0EJ30000000000000000000

0

o o o

0

Ob L 2L €L ¥ S 8L /L 8L 6L 02

1aqe aniL

OOOOOOOOOEO
00000000“00
cocococcoffooo
OOOOOOEOOOO
cococoofeococooe
cocomoooooo
coofgocococoooe
co@ooocococococo
c@lccocoocococococo
EOOOOOOOOOO
[Hlcccococoococooocoo
coococoocoocoooco
coococoocoocoooco
coocoocoooocoo0o0O
coocoocoooocoo0o0O
coocooococoooo
coocooococoooo
coococooocoocoooo
cococoocoococoococo
cococoocoococoococo
cococoocoococoococo
cococoocoococoococo
coococooocoocoooco
coococooocoocoooco
coocoocoooocoo0o0O
coocoocoooocoo0o0O
coocoocoooocoo0o0O
coocoocoooocoo0o0O
coocoocoooocoo0o0O
cococoocoococoococo
cococoocoococoococo

00000000000000000000O0OCEJOO0O0O0C000O0O0O0DO

oo ococooo0oO0o0 oo

IZ & €& ¥ S ¢ & & 6 0 I Z¢

cooococoococoof]ys

9 10 M 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 20 30 3

2 3 4 5 6 7 8

1

o

Predicted Label

Fig. 9

Using the values from the confusion matrix we can calculate precision and recall

for each class using the following formulas [21]:

(®)

TP
TP+FP’

Precision

9)

TP
TP+FN’

Recall

Precision refers to the percentage of positive identifications that were accurate,
while recall informs us about the proportion of actual positives that were identified

correctly.

To assess model performance comprehensively, it is necessary to consider both
precision and recall. However, enhancing precision typically leads to a decrease in re-

call, and vice versa.
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The F1 score is the harmonic mean between precision and recall. It provides a val-
ue between 0 and 1, indicating the precision of the classifier (how many instances are
classified correctly) and its robustness (it does not miss relevant instances) [21]. The F1
score can be calculated using the following formula:

* el *
Fl:2 Precision* Recall

10
Precision* Recall (10)

In Fig. 10 we can see precision, recall, and F1 score calculated for each class of the
USL alphabet gesture classification model.

precision recall fl-score  support

5] 1.6 1.88@ 1.86 7
1 1.0 1.88 1.8@ a8
2 1.0@ 1.88@ 1.86 5
3 1.0 1.8@ 1.8@ la
4 1.8 1.88 1.86 6
5 1.6 1.88@ 1.86 1
¥ 1.0 1.88 1.8@ 6
7 1.0@ 8.88 8.93 8
2 1.0 1.8@ 1.8@ 4]
9 1.8 1.8d 1.88 2
18 1.6 1.88@ 1.86 3
11 1.0 1.88 1.84d 7
12 1.0 8.75 8.86 12
13 8.57 1.8@ a.73 4
14 1.8 1.8d 1.e4d 11
15 1.8 1.8@ 1.86 la
16 1.0 1.88 1.84d la
17 1.0 1.88@ 1.8 9
13 1.0@ 1.8@ 1.848 13
19 1.8 1.8d 1.e4d 8
28 1.8 1.8@ 1.86 6
21 1.0 1.88 1.84d 11
22 1.0 1.88@ 1.8 8
23 1.0@ 1.8@ 1.848 4]
24 1.8 1.8d 1.e4d 6
25 8.92 1.8@ @.96 11
26 1.0 1.88 1.84d 3
27 1.0 1.88@ 1.8 la
28 1.0@ 1.8@ 1.848 8
29 1.8 1.8d 1.e4d 8
38 1.8 1.8@ 1.86 la
31 1.0 1.88 1.84d a8
32 1.0 1.88@ 1.8 9
accuracy 8.98 25a
macro avg 8.93 .99 8.98 254@
weighted avg 8.99 8.98 2.98 258

Fig. 10

The ROC (Receiver operating characteristic) curve is a graphical representation of
the trade-off between the true positive rate (TPR) and the false positive rate (FPR) as
the classification threshold of the model is varied [21].

True positive rate is a synonym for recall, which was mentioned earlier; the false
positive rate is defined as follows:

FP

Re— . 11
FP+TN D
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The curve is created by plotting the TPR on the y-axis against the FPR on the x-
axis for different threshold values.

AUC (Area under the curve) measures the entire two-dimensional area underneath
the entire ROC curve from (0, 0) to (1, 1). The AUC gives a general measure of how
well the model performs across all possible thresholds. The higher the AUC, the more
accurate the model is in predicting 0 classes as 0 and 1 classes as 1 [22].

AUC is scale-invariant since it measures how accurate the predictions are rather
than their absolute values. AUC is also classification-threshold-invariant as it measures
the quality of the model’s predictions irrespective of the chosen classification threshold.

ROC curves are commonly utilized in scenarios involving binary classification,
where the true positive rate (TPR) and false positive rate (FPR) can be clearly defined.
However, when dealing with multiclass classification, as in our case, determining the
TPR or FPR requires transforming the output into a binary form. This can be done in 2
different ways [23]:

The One-vs-Rest (OVR) scheme: compares each class against all the others.

The One-vs-One (OvO) scheme: compares every unique pairwise combination of
classes.

To evaluate the model for classifying USL alphabet gestures we will use the One-
vs-Rest scheme. This strategy consists in computing a ROC curve per each of the n
classes. In each step, a given class is regarded as the positive class and the remaining
classes are regarded as the negative class as a bulk.

On Fig. 11 you can see a ROC curve that measures the performance of the USL al-
phabet gestures classifier plotted using the OVR technique.

Micro-averaged One-vs-Rest
Receiver Operating Characteristic
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Fig. 11

3.6. A Program for gestures recognition. A program to classify USL alphabet
hand gestures is written in Python programming language and uses a video feed from a
web camera to detect and classify hand gestures in real-time. The operation of the pro-
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gram is supported by libraries such as OpenCV, which is used to display a program
window as well as classification results, and Google MediaPipe, which extracts hand
keypoints from video frames.

Extracted keypoints are then processed by a pre-trained classifier that outputs a
probability distribution with probabilities for each of the 33 letters of the Ukrainian al-
phabet. Three letters with the highest probabilities are shown in the program window.

Since cyrillic letters are not supported by the fonts, provided by OpenCV, all let-
ters from the Ukrainian alphabet were transliterated.

Gesture detection and classification are carried out only when a hand is visible to
the web camera. By pressing «» on the keyboard one can shut down the program.

This function reads 65 frames from a web camera and passes them to the Google
MediaPipe model for keypoints extraction. Number of frames read can be changed us-
ing the window_size argument of the function.

Extracted keypoints are then passed to the classifier. The classification results are
then transformed into a list of tuples using the get_letters function. Each tuple will con-
tain a transliterated letter of the Ukrainian alphabet and the probability corresponding to it.

Three predictions with the highest probabilities are then shown on the screen using
the score_viz function.

Conclusion

In this paper, the concepts of sign language, on the example of the Ukrainian sign
language, and the Ukrainian dactylic alphabet were considered. Different approaches to
gesture recognition were considered and a model based on LSTM and Google Medi-
aPipe was built to classify Ukrainian dactylic alphabet gestures.

Comparing the resulting model with similar works, it can be noted that its accuracy
is higher than that of the models presented in [12] and [10], where it is equal to 92,54 %
and 97 % respectively.

To train the model, a dataset of video recordings of Ukrainian dactylic alphabet
gestures was collected, where each gesture corresponds to 50 videos of 65 frames each.
To record video gestures, a program was created in the Python programming language.

The classifier for the Ukrainian dactylic alphabet gestures was used to develop a
program that, using a video stream from a computer webcam, recognizes the gesture
shown and displays the recognition result on the screen.

The program can be further improved by adding the ability to compose sentences
from the detected letters of the Ukrainian dactylic alphabet.
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XecroBa MoBa — 1 Bi3yallbHHI CIIOCIO CIIIIKYBaHHS, KUl BHKOPHUCTOBYIOTh
JIFOJIM 3 BaJiaMH CIIyXy. B jKecTOBiif MOBi 3aCTOCOBYIOTBCS TI€BHI JKECTH, 3a JIO-
MIOMOTOI0 SIKHX MepeaaroThesl 3HaueHHs. JKecToBa MOBa JI0oMarae JIIosM 3 Ba-
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JaMH CIIyXY B3a€EMOJISTH MK COOOIO Ta 3 JIOJbMH 0€3 Baj CIyXY, L0 JI03BOJISE
1M MOBHOLIIHHO OpaTH y4acTh y HTTI CyCHiJIbCTBA. 3a JaHUMHU BcecBiTHBOT Op-
radizanii oxoponu 310poB’s (BOO3), monax 430 MinbHOHIB JrozeH, IO CTaHO-
BUTH NOHAN 5 % CBITOBOTO HaceleHHs, MaroTh Hpobiemu 31 ciyxom. [loHan
44 000 ronet i3 MOPYIICHHSMH CITyXy 3apeecTpoBaHi B YKpaiHCHKOMY TOBAapHCTBI
TIIyX1X, BCEYKPATHCHKIM TpOMaJICEKil opraHizamii jozei 3 iHBamiHicTio. ToMy ax-
TyaJbHOIO € PO3po0Ka HOBOTO IPOrPaMHOTO 3a0e3NeUeHHs], JOCTYIMHOIO I TPo-
MaJICBKOCTI, SIKE TO3BOJIUTH IIBUIKO Ta €(EKTUBHO BUBYATH Ta PO3YMITH KECTOBY
MOBY. MeToro 1i€i poOOTH € OIS METOIB PO3Mi3HABAHHS JKECTIB Ta PO3poOKa CHc-
TeMH ULl BUSIBIICHHSI Ta KiIacu(ikarlii )KecTiB yKpalHChKOTO JaKTHILHOTO adasiTy.
PosrnsinaroTecsl 1Ba OCHOBHHX MIAXOIM JO PO3IMI3HABAHHS JKECTIB: 32 JOTIOMOTOIO
PYKaBHYOK 3 JATINKAMH Ta KOMIT F0TepHOTo 30py (CV), npraoMy y poboTi nepesa-
Tra HaJ[A€ThCsl OCTAHHBOMY MIJIXO/Ty Yepe3 HOro THy4KiCTh Ta MIMPOKE 3aCTOCYBaHHSL.
VY TekcTi IeTanbHO PO3TILIIAOTHCS IMiIXOMM, 3aCHOBaHI HA TIIMOOKOMY HaBUYaHHI,
30kpemMa Mepexxi LSTM, Ta mepeBaru, siki BOHM HajqaroTh. OMUCaHO MPOIEC CTBO-
peHHsT HabOpy JaHWX JUIT HaBYAHHS MOZEN KIIacH(iKamii )kecTiB, SIKHi BKIIFOYaE 3a-
MHC BIICOXKECTIB PYK Ta BIIyYECHHS KIIOYOBHX TOYOK 3a jgomomororo Google
MediaPipe. JleTanbHo ompcaHo Mpoliec HaBYaHHsI MOJIENT, BKIIFOYAIOUH apXITEKTYPy
kacugikatopa Ha ocHoBi LSTM, anmropurmu omrumizanii Ta ¢yHkmii BTpat. Pe-
3yJbTaTOM € MOJIENb 3 TOUHICTIO 98,4 % Ha TecToBoMy Habopi JaHuX. Po3pobneHo
TIporpamy JUIsl po3Mi3HaBaHHS JKECTIB Y peabHOMY 4aci 3 BUKoprcTaHHsM Python Ta
BimoBiHX 6i0mioTek. [IporpamMa BUKOPHCTOBYE BiICOTIOTIK BeOKaMepH I BHSIB-
JIeHHs Ta Kiacugikanii )KeCcTiB pyK, BiI0OpaXkaroun Tpy HAHOUIBII HMOBIpHI JiTEpH
YKpaiHCBKOTO JakTIiIbHOTO andasiTy. HaykoBa HOBU3HA OTpUMAHUX Pe3yJbTaTiB: y
PpoOOTI PE3EHTYETHCSI METO, SIKHI BUKOPHCTOBYE KIIFOUOBI TOUKH PYK IS PO3IIi-
3HABAHHS )KECTIB YKPATHCHKOrO JAKTHIBHOTO aiasity. Takox y mpomeci po3poOku
CHCTEMH PO3Mi3HABAHHS JKECTIB OyJIO 310paHO Halip AaHMX, A€ KOXKEH KECT BiITOBI-
nae 50 Bigeo mo 65 kanpis. [IpakTudHe 3HAYEHHS OTPUMAHUX PE3YJIbTATiB: MOJEIb,
OTpHMaHa B Pe3yJbTaTi JOCIIDKEHHs, Mo)Ke OYTH BHKOPHCTaHA Ul HTeprpeTartii
JKECTIB YKPaTHCHKOTO NakTWibHOro andasity. Habip naHnx, 310paHuX 111 HaBYaHHS
1€l MoJelTi, MOYKe 3aCTOCOBYBATHCS B IHIIIMX POOOTAX UL HABYAHHS a00 MepeBipKH
cXoHX Mozenel. PoGota Moxxe OyTH KOPHCHOIO JUIS THX, XTO IIKaBUTHCS PO3p00-
KOO TOJiOHIX CHCTEM IS PO3ITi3HABAaHHS JKECTIB.

Ki1io4oBi cj10Ba: ykpaiHchKa )KeCTOBAa MOBa, YKpalHChKa JaKTHIbHA a0eTKa, POo3Ii-
3HaBaHHs kecTiB, LSTM, Google MediaPipe.
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