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This article opens a series of publications dedicated to the scientific and
technical achievements of the century-long development of control theory
and methods. Problems that could not be fully resolved based on one ap-
proach or another are also noted. The first of these articles is devoted to the
state space method, which began to actively develop somewhere in the 70-80s
of the last century within the framework of systems theory and general sys-
tems theory. A description of the method is given in relation to linear au-
tomatic control systems. A generally accepted description of controlled and
observable dynamic processes in such systems is given. The problems of
synthesis of stabilizing control in closed loop systems with feedback based
on the theory of stability formulated by Lyapunov are mainly considered.
In addition to stability, within the framework of the state space method,
such important qualitative properties as controllability and observability
are formulated. The most developed method is the synthesis of state-based
linear controllers. Among them, a special pole placement by method of
modal control synthesis occupies a special place which is considered within
the framework of the Jordan implementation and various modifications of
the method depending on the dimension of the control vector. The synthesis
of an optimal controller with a quadratic criterion of a fairly general form
is considered. In case of incomplete measurements, when the dimension of
the output is less than the dimension of the state vector, in order to imple-
ment synthesized control laws based on the state, it becomes necessary to in-
clude a state estimator in the control system. In the deterministic case, you
can use the Luenberger estimator described in the article, and in the presence
of measurement errors in the form of zero-mean white noise, the widely used
Kalman filter, also presented in the article. The output control method
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was not left unattended in the work. The conclusions give the advantages
and disadvantages of control methods based on state-space descriptions.

Keywords: state-space method, control, feedback, stability, controllability, ob-
servability, pole placement, Kalman filter.

Introduction

The authors joined forces in writing a series of articles in which they attempted to
analyze the century-long development of automatic control theory (ACT).

Over the 100 years, time interval ACT has gone through several stages of devel-
opment which in generalization form can be presented in the following sequence:

1. State space methods in the theory of linear automatic control systems.

2. Methods for identifying the structure and parameters of mathematical models of
controlled objects.

3. Methods for designing linear control systems based on mathematical models of
«input-output» type processes.

4. Robust control methods.

5. Filtering and control methods with separable different tempo movements.

6. Prediction control systems.

7. Control of different nature complex systems based on cognitive maps models
with impulse processes.

8. Trajectory control methods.

Control methods at these stages of ACT development differ in the formulation of
problems, various initial conditions, mathematical models of controlled objects, opti-
mality criteria for the synthesis of optimal controllers, description of internal and exter-
nal disturbances, etc.

The authors considered it is worthwhile appropriate to analyze the main problems
that were solved and are being solved at each stage of ACT development, to characterize
new approaches to the design of control systems at the present stage, which were im-
possible or imperfect at the previous stages and appeared at subsequent stages, to gene-
ralize the classes controlled objects for which ones are developed control systems at
every stage.

In this series of articles, only linear control systems are considered, assuming that
possible nonlinearities of controlled objects were previously linearized befor when de-
veloping mathematical models of these objects.

1. State space methods

The state space method consists in using systems of differential equations of the
first order as a mathematical model which describes dynamics of controlled objects. The
system of differential equations has the form [1]

%1(t) = ay, (X (O) + ...+ & ()% (1) +by Uy (®) +...+b_(Ouy (1);

: @)
X (t) = 8, (X (t) +...+an ()X, (t) +by Uy () +...+ by (Oup, (©).
Such system is called a normal system. When entering designations
a,(t) ... a () by () ... by (1)
At)=| : o Bt)=| ' N
an (t) ... ay (1) b, ®©) ... by (1)
the system is written in vector-matrix form
X (1) = A X () +BOU (1) , @)
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which was called the state equation. If the matrices A(t), B(t) in model (2) depend on
time t, then the system is multidimensional and non-stationary. When A(t) = const,
B(t) = const the system is called stationary. The vector X (t) was named the vector of
state variables X, X, ..., X, . A set of vectors X (t) is called a state space. The object is

controlled using a vector U (t) . The movement of the system is determined by the phase

trajectory, which fully characterizes the state of the system in space R" and time.
The relationship between the measured output coordinates y(t) and the vector of

state variables is described using the algebraic measurement equation
Y (t)=C(t)X(t). (3)

Based on (2), (3), the structural diagram of the dynamic controlled object will look
like this

g X (t X Y
) B0 + | ()>TI (t) c) () :

A(t)

If a one-dimensional system is described by a scalar differential equation

dx" (t dx" Lt dx(t
dt§)+ n-1 dtn§)+...+a1%+aox(t):u(t),

then the system in matrix form (2) by the method of phase variables will have the form

% (t) 0 1 0 .. 0 x®]7/o
% (1) 0 0 1 .. 0 ||xn®]lo
S P T : 4] |u),
wa® o 0 0 .1 |[x.® |0
() | [0 —a —a ... —apg] %) | |1

where is the matrix

0 1 0 0
0 0 1 0
A=| : : : :
0 0 o ... 1
—ay —a -8 .. —ang

proposed by Frobenius and is called the Frobenius matrix. This form was widely used.
With the selected discretization period Ty, system (2) can be presented in discrete form

X (k+1) = FX (k) +GU (k) (4)

where F =", G= A_l(eATO —1)B, and the measurement equation (3) will have
the form
Y (k) =CX(K) . (5)
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2. Problems of analysis of linear systems in state space

During the development of methods of the modern theory of analytical design of
control systems, there was a need for a preliminary study of the dynamic properties of
controlled objects.

2.1. Stability analysis of systems in state space. The definition of the stability
concept for motion of a dynamic system was first formulated by A.M. Lyapunov in
1982 as follows [2].

Definition. Systems solutions X (t), ty <t <oo

X (t) = AQ)X (1) + f () (6)

is called Lyapunov stable if for any € >0 one can specify a number 6 >0 such that for
any X (tp), which satisfies the condition

[X1(to) - X (to)] < 8
inequality holds
X1 () - X )] <& atall tefty, ).

For linear stationary systems, the idea of stability is to ensure the trajectory of the
state vector Xj(t) to zero without external disturbances. For the non-stationary sys-

tem (2), (3), the concept of stability with bounded input and bounded output (BIBO)
was introduced, in which the system will be stable if:
a) all its solutions exist for t >ty or forall k=0,1 2, ...;

b) every bounded input vector U (t) at t>1t; generates a bounded output vector
Y (t) or any bounded sequence U(k) at k=0,1,2,...generates a bounded sequence
Y(k) at k=0,1,2,....

The following theorems on BIBO stability were formulated and proved [3]:
Theorem 1. Stationary continuous time system

X (t) = AX () + BU(t),

B B B (@)
Y (t)=CX(t)+DU(t)
is Lyapunov stable if all eigenvalues of the matrix A have negative real parts.
Theorem 2. Stationary discrete time system
X (k+1) = FX (k) +GU (k),
8

Y (k) = CX (k) + DU (k)

is BIBO stable if all eigenvalues of the matrix F are inside a circle of unit radius.

Stability conditions of dynamic systems in the state space based on Lyapunov
functions were formulated [4]. For a linear system, the Lyapunov function is chosen in
the of a quadratic form

V(X)=X"QX, Q>0. 9)

Consider the definition of stability for the discrete system (8). Due to the positive
definiteness of the matrix Q, the second property of the Lyapunov function V (X) >0
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holds for all X >0. To satisfy the third property, we calculate V(X (k+1)=
=X T(k+1)QX (k +1) using the equation of state X (k +1) = FX(k) in free motion

V(X (k+1) =X T (K)FTQFX (K) .
Then the first difference
AV (X (K)) =V (X (k+1)) =V (X (k) = X T (K)F TQFX (k) - X T ()QX (k) =
= XT (Q[FTQF —QIX (k) =—X " (k)PX (k).

Therefore, for the increment AV (X (k)) to be negative definite, it is necessary and
sufficient to have a positive definite matrix Q satisfying the equation

FIQF-Q=-P, (10)
where P is a positive definite matrix. This equation is called the discrete Lyapunov
equation with respect to the matrix Q. It always has a solution if the linear discrete
system (8) is stable. Indeed, if the matrix P is enough positive definite, then
AV (X (k)) ==X (K)PX (k) <0, when V(X (k +1)) > 0. That is, the function V(X (k))
decreases and the trajectory of the system move towards the origin.

2.2. Controllability analysis of linear systems. A linear dynamic system, which is

described by the state equation (2), is called controlled if there is a control vector U (t),
which makes it possible to transfer the system from an arbitrary initial state )?o(to)
to a final state X (t;) = Xo(tg) in time ; —t,.

Theorem 3. For the linear nonstationary system (2) if and only if there exists
a control vector U (t) that transfers the system from state X, (t) to state X;(t;) when
the vector [)?0 (tg) —D(tg. ) X1(t,)] belongs to the range of values of the linear trans-

formation
t
W (to, ) = [ D(to, )BOBT (D (to, t)dt,
fo

where @(ty,t;) is the transition matrix which in stationary case has the form
D(ty, ) =e o)

The proof of the theorem is given in [2].

Consider the controllability analysis of a discrete stationary system with a scalar
input

X (k +1) = FX (k) +Gu(k). (11)

Let us assume that an arbitrary initial state for it is given as X (0). Then the state

of this system X (N) on a finite bounded time interval, equal to N the discretization

periods, is determined based on the recurrent procedure to the equation when
k=0,12....,N-1as

X(N)=FENX(0)+ENGu(0)+ EN?Gu(@) +...+ Gu(N -1) = FN X (0) +

+[G FG F%G ... ENIGIx[u(N -1) u(N-2) u(N-3) ... u(0)". (12)
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The composite matrix
R. =[G FG F%G ... FN7g] (13)

is called the controllability matrix. When the matrix R, has the rank rank R, =n,
where n is the dimension of the state vector X, then based on (12) it is possible to
determine the composite vector of control actions U, =[u(n-1) u(n—-2) ... u(O)]T
as follows
U, = RAX(n) - F"X(0)]. (14)
When rank R, =n, then from (14) we obtain the n equations for determining the
sequence of control actions that transfers the system from the initial state X (0) to the
final state X (n). If k <n, then the solution of equation (14) does not exist. Also, when

rank R; <n, then its inversion is impossible and system (11) will be noncontrollable [5].

2.3. Analysis of observability of linear systems. The task of observability con-
sists in estimating the state of the system at the instant of time t; with known control

vectors U(t) and vectors of initial measurements Y (t) at t>ty. For a linear non-
stationary system X (t) = AQ)X (t), Y(t)=C(t)X(t) if the matrices A(t), C(t) are
given on the interval ty <t<t;, then the initial state X(t;) can be determined with
accuracy up to the constant vector that is in the kernel of the operator [2]

M(ty, t;) :tjld)T(t,to)CT(t)C(t)CD(t, to)dt.
fo

At the same time, the matrix M (ty, t;) is symmetric and non-negatively defined
for t; >tj.

For a linear stationary system in discrete time (4), (5) with known measurements
Y(©0),Y(®),...,Y(n-1), the system will be observable if the observability matrix
W =[C CF CF? ... CF"™" will have full rank n where n=dim X. Then the initial
state vector can be determined based on the system of equations Y,, =WX(0) + NU,,,
according to

X (0) =W LY, —NU,, . (15)

3. Problems of linear control systems synthesis

3.1. Synthesis of modal state regulators. The method of modal control began
to develop rapidly in the 70s and 80s of the 20th century [6—8]. At the same time,
a mathematical model of the controlled object in the state space in a deterministic envi-
ronment was used. It is also known as a pole placement control.

Consider a linear stationary plant with several inputs and outputs in discrete time
(4), (5), bearing in mind that the eigenvalues of the state matrix F are different.

The control law was used to synthesize the regulator

U (k) = K, X (k) (16)

provided that the state vector X (k) is fully measurable. Equations of closed-loop con-
trol system
)?(k+1):[F—GKp])?(k) 17
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in the general case is multiconnected, that is, the state matrix [F —GKp] is not diagonal.

This led to the interdependence of the control loops of the multidimensional system (17),
that is, the closed-loop control system was not autonomous. In [8] the method of diago-
nalization of the matrix F by

X (k) =TX (k), (18)
which leads to the transformation of model (4), (5) to this form

Xy (k+1) = R X (k) +GU k),

3 N (19)
Y (k) = C X, (k).
Now the system state matrix
M 0O .00
4 |0 A ... 0 -
R=TFT "= . . . [=2 (20)
0 0 ... A&,

is presented in a diagonal form, where the diagonal elements ; of the matrix F are
equal to the eigenvalues of the state matrix F of the model (4), and the matrix G;, G
are equal to

G, =TG, (21)
C =CT L (22)

When the model (4), (5) is transformed, its characteristic equation det[zl —F]=0
will be equal to the characteristic equation det[zl —F]=0 of the transformed model (19).

The control vector of the modal controller in model (19) can be denoted as
U; =GU (k) formed on the basis of the new control law

Uy (k) = —Kp, X; (k) , (23)
as a result of which the closed-loop control system equation will be
Xi(k+1) = (=K IXc (k) (24)

where the matrix Kpt is diagonal, i.e. individual eigenvalues (modes) of the state

matrix of the closed system (24) can be changed independently by choosing the coef-
ficients of the matrix K b -

Thus, the closed control system (24) consists of independent control loops, and its
characteristic equation has the form

det[zl —(X—Kpl)]=[z—(x1—Kpt1)]-
(25)
{2-(2 =K o [2-(n =Ky N1=0.

The design of the coefficients Kp, of the modal regulator can be performed by the

method of the desired pole placement of the characteristic equation of the closed system
zi =k —Kp . from which we determine K =24 —z. At the same time, the desired
1 1

roots of the characteristic equation are chosen in the middle of a circle of unit radius |z | <1.
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The disadvantage of this method of designing a modal controller is the formation
of a real control vector U (t) = —Gt‘ll]t (k) = Gt ‘1Ut (k) , which is determined on the
basis of (21), (23) and applied to the controlled object (4), (5). For its implementation, it
is necessary that the dimensions of the control vector U (k) and the state vector X (k)
coincide. This introduces a significant limitation of the above design methodology, be-
cause in most real control systems dimU < dim X .

If the dimension of the control vector dimU =m>1 is m<n, then several algo-
rithms were developed for matrix K b synthesis [7].

The most successful algorithm, which has found wide application in practice, is the

canonical transformation of closed systems [7, 9]. At the same time, it is assumed that
system (4) is fully controlled. According to the algorithm, the design sequence Kp will

be as follows:

a) desired eigenvalues x’{, k;, k; of the closed control system (17) at ‘XT‘ <1

are chosen. At the same time, the condition is fulfilled, under which kf there will be
different, i=1,2,...,n;

b) right eigenvectors of the closed system R, R, ..., R, are introduced for con-
sideration, for which the equality holds

(F-GKp)R =4 R (26)
or
(F-1j1R; =GK,R; =GP}, j=1n, @7
where
P = K,R; (28)

dimensional column mx1;
c) adimensional (mxn) matrix P=[R, ..., ] is formed, where P; =0 are non-

zero columns, so that the matrix P has full rank (rankP =m);
d) under the condition that rank G =m, the eigenvectors are determined based on
expression (27).
Rj =(F-A;0)7GP;, j=1n. (29)

Moreover, the desired eigenvalues 7:} should not coincide with the eigenvalues of

the matrix F, thatis det[F —X} 11+0;
e) the complete set of eigenvectors R=[R;, Ry, ..., R,] is determined on the basis

of (29) and with the selected matrix P =[R, ..., B,] according to (28) the matrix of the
modal controller is calculated by

Kp=PR. (30)

The choice of the matrix P affects the nature of the control actions, but the spectrum
XI, 7»2, k; of the closed system will be invariant with respect to the choice of P.

3.2. Synthesis of linear-quadratic state regulators. This problem in the Soviet
scientific literature was called analytical design of regulators.
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We consider the model of the controll object in the state space (4), where the state
vector has the dimension dim X =n, and the control vector dimU =m satisfy m<n.
The initial value is X (0) = 0. It is assumed that the state variables X (k) can be meas-
ured accurately. The task is to design a state controller (16), which forms a control vec-
tor U(k) to transfer the control object from the initial state X (0) =0 to the final state

X (n) =0 based on the minimization of the quadratic optimality criterion

_ _ N-1-_ _ — —
J ={XT(N)Q1X(N)+EO[XT(k)sz(k)+UT(k)Q3U(k)]},
k=0,142..,N-] (31)

where are the weight matrices Q; >0, Q, >0, Q3>0.

The following theorem was formulated and proved for the synthesis of the linear
quadratic regulator according to criterion (31).

Theorem 4. Let U(k) be a function of state vectors X(k), X(k =), .... If the
model of the controll object in the state space (4), (5) is controllable and observable,
then there is a unique admissible vector U (k) that minimizes the criterion (31) provid-
ed that the controller matrix (16) is determined by a recurrent procedure

Kp(K) =[Q+G Lk +)G] G Lk +1)F, (32)
where is the matrix

L(k) = FTL(K+D)F +Q, — K (K)[Q3 +G T L(k+)GIK p (k) =

=FTLK+1)F +Q, —FTL(k +1)G[Q3 +G ' L(k +1)G] -G L(k +1)F, (33)

when L(N)=Q.

This problem belongs to optimal control problems and is solved using the dynamic
programming method or the Pontryagin maximum principle.

3.3. State observers (identifiers). For most linear system controlled objects, not

all variables of vector state X can be directly measured.
Therefore, to implement the state regulators (16), it is necessary to estimate (identi-

fy) the state vector X (t) based on known input U (t) and output Y (t) coordinates. The
task of estimating (identifying) the state vector is to implement the estimate X (t) at a
given moment in time t, with known input and output signals measured at t <tg.

Consider the controlled plant model (4), (5) in the state space for discrete time. We
assume that all state variables of the vector X (k) are observed according to (15), and

the vectors U (t) and Y (k) are precisely measured. Then the estimation of the state vec-

tor )?(k) is implemented according to the following recursive procedure
X (k +1]k) = FX (k |k ~1) + GO (k) + LIV (k) — CX (k [k ~1)], (34)

where the matrix L should be chosen in such a way that the state matrix of the closed
system (F —LC) in terms of the estimation error )?(k +1) = X(k+1) - )%(k +1) has

eigenvalues inside a circle of unit radius. Then kIim )?(k) =0.
—0
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The recurrent procedure (34) is called the Lewinberger observer.

3.4. The problem of linear-quadratic Gaussian optimal control. A linear dis-
crete model of the controll object in the state space under the action of random disturb-
ances is considered

X (k +1) = FX (K) +GU (k) +V; (k) , (35)
Y (k) = CX (k) + vy (k) (36)
where F is matrix (nxn), G — matrix (nxm), X(k) — state vector (nxl),

U(k) — control vector (mx1); Y (k) is the vector of initial measurements (px2).
Signals {w (k), V> (k)} are sequences of «white noise» with zero mathematical expecta-
tions E{vy(k)}=0; E{V,(k)}=0 and covariance matrices

v (k vV R
E{élz((k))}[vlwk) va(k)}}{RT N}skn,v >0,N >0, 37)

It is also assumed that

E{X(0)% (K)}=0, E{X(0)77 (K)}=0.

Moreover, all state variables of the vector X in model (35) are not measured.
Thus, to implement the state regulator (16), the state vector in the model (35), (36) must
be evaluated. Minimization of the mean squared error is used as an evaluation criterion

E{[X (k) - X (1T [X () - X ()]} = Sp(P),

where P is the covariance matrix of the estimation error

P(K)2E{IX (k) - X (X (K) - X ] [V (k~1), Y(k~2),..., Y (O)}. (38)

The problem of estimating a hon-measurable state vector in a stochastic environ-
ment is called a filtering problem, which can be formulated in the form of the following
theorem.

Theorem 5. If for the control plant model of (35), (36) with covariance matrices (37)

we assume that the initial state vectors X (0) and disturbance vectors ¥ (k), V,(K)

will be Gaussian, and also denote by f(k +1) the conditional mathematical expecta-
tion of the state vector X(k+1) in the presence of previous measurements
{(K),Y(k=1), ..., Y (kg)} of the vector Y, then the definition procedure of the condi-

tional mathematical expectation )?(k +1) (state estimation) is implemented in the form
of the following recurrent relations (Kalman filter):

X (k +1) = FX (K) + GU (k) + Ko ()Y (k) ~CX (K)], X (ko) = X (0) (39)

Ko (k) =[FP(K)CT +R][CP(K)CT +N]%; (40)

P(k+1) = FP(K)F T +V — K¢ (K)[CP(K)CT + NIK (K) ; (41)
P(ko) = P(0).

The proof of the theorem is given in the monograph [10].
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The main properties of the Kalman filter are formulated as follows:
a) in the presence of Gaussian noise, the estimate X (k) is a conditional mathemat-

ical expectation of the state vector X (k), i.e.

X (k) = E{X (K| (k-1)}, (42)

where Y (k=1 A[Y (k-1),Y (k-2),..., Y (0)].
b) it follows from the previous property that

E{X (k) X(K)|Y (k ~1)} =0,
) A (43)
P(k) 2 E{[X (k) - X () [X (k) - X (k)]" ¥ (k =1)} = min,

that is, the recurrent procedure (39)—(41) ensures the minimization of the covariance
matrix of the estimation error P(k).

For the first time, the Kalman filter was published in works [11-13].
Based on the Kalman filter, the implementation of the state controller is performed
according to the control law

U(k) =K, (KX (K). (44)

The synthesis of the control vector (44) is performed by on the minimization of the
optimality criterion

_ _ n-1 _ _ _ _
J= E{xT(n)le(n)+kzO[xT(k>Qz><<k)+uT<k)qu (k)]}, (45)

where the weight matrices satisfy Q; >0, Q, >0, Q; >0.

The solution to the controller synthesis problem (44) is based on the separation
theorem, the idea of which is that the problem of linear-quadratic Gaussian control is
divided into two parts:

a) implementation of the state vector estimation procedure based on the filter (39)—(41);

b) synthesis of the linear optimal control law (44) based on the minimization of the
criterion (45).

Theorem 6. If the control vector U (k) is a cascade function

P 2{Y (k-1),Y(k=2),...,Y(0),U(k-1),U(k-2),...,U(0)}
then the estimation of the state variables )?(k) is performed independently on the basis

of the Kalman filter (39)—(41), and the synthesis of the linear optimal control law (44) is
implemented according to the recurrent procedure

Kp (k) =[GTS(k+D)G+Qs] 'GTS(k+1)F, (46)
where
S(k) = K (K)QK p (k) +Qy +[F —GK , ()] S(k +D[F —GK , (k)] (47)
S(n)=Q.

The proof of the separation theorem is given in [14].
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The application of the Kalman filter in real control systems was associated with
significant difficulties, which mainly consist in the fact that the optimal filtering (39)—(43) is
possible under the condition that the disturbances ¥ (k), V,(k) in the model (35), (36)

represent « white» noise. This condition, as a rule, is fulfilled on an infinite segment of
time, and on short time intervals E{wy(k)}=0, E{V,(k)}=0. Therefore, in further

modifications of the Kalman filter, algorithms were developed for the simultaneous es-
timation of the state vector X (k) and the vector (k) with further consideration of the

estimation \?1(k) in the control law.

The second difficulty in applying the Kalman filter is the requirement to have
complete information about the covariance matrices of disturbances V, R, N in (37),
(40), (41). The variances of individual component vectors vy (k) and v, (k) , as a rule,
are unknown and change over time during operation of the controlled object. Therefore,
many modifications of the Kalman filter have been developed, in which the covariance
matrices in the expanded state vector are evaluated and specified. The main problem in
the implementation of the extended Kalman filter is to ensure the stability of the recur-
rent evaluation procedure. These extended evaluation algorithms are fully reflected in
the work [15]. A significant part of works on Kalman filtering is devoted to the devel-
opment of filtering algorithms for controlling processes with distributed parameters, as,
for example, in the monograph [16].

In total, more than 10,000 scientific works were published on Kalman filtering
methods in international scientific publications during 1960-2000.

3.5. Feedback systems stabilization on the output variable. The dynamics of the
controlled object is described by an equation in the discrete-time state space in a sto-
chastic environment

X (k +1) = FX (K) +GU (k) +V (K), (48)
Y (k) = CX (k). (49)
A random sequence V (k) is characterized as follows:
E(V(K)}=0; Efv(k)V" (K)}=V. (50)
The task is to synthesize the controller
u()= Kp\?(t), (51)

that implements feedback on the output variable. All options for solving this problem
are considered in articles [17, 18]. The most common option consists in the design of
the controller matrix Kp (51), which ensures the stability of the close-loop system

(|k(F +GKpC)| <1) based on the minimization of the optimality criterion

{ . 1 N-1 T Na =T - }
J=Eq lim = ¥ [XT(K)QX(K) 40T (RRUK] (52)
k=0

N—o0
which can be submitted in the form
J =tr(QPx ) +tr(RR,), (53)

where the matrices Py and R, are defined as follows:

Py = FP FT+V; F=F+GK,C; R, =K,CPCTK]. (54)
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To minimize criterion (53) by the controller matrix K, based on (53), (54), the

gradient of the objective function is determined

A gt LFPxCT +2RK ,CPCT,
Kp (55)
L=FTLF+Q+CTK RK,C; F = (1-p)F +GK ,C.
To solve this problem, it is necessary to have an initial approximation for the
matrix Kp. that is, such a value of this matrix that ensures finding the spectrum of the mat-

rix F inside of a circle of unit radius.
To select the initial approximation of the matrix Kp. the matrix F in (48) and the

optimality criterion in (52) are modified. In this case, the matrix F is replaced by the
matrix F, =(1-p)F, where the parameter p is chosen in such a way that the spectrum

of the matrix F, is inside a circle of unit radius, i.e. (|7‘(Fu)| <1). Criterion (52) is sup-

plemented by the term mz. Then the modified variant of problem (48)-(52) will take
the form
min J; J :tr(QPX)+tr(RF{J)+m2; (56)
Kp, n
X(k+1) = Fu)?(k)+GU(k)+\7(k); E{V(k)}=0; E{\7(k)\7T(k)}=V;
Y (k) =CX (k); U(k) = KpV(k).

If we enter the matrices M, N, Y, U, which depend on the parameter p

M=F, N=V, Y=Q+KJCTRK,C, U=L
and enter the scalar
tr(XY), (57)
where X =Py, then according to [19] the derivative of the scalar (57) by p is deter-
mined as follows:
o(tr(XY))
op

=tr{a—YX LNy +2U6MXMT}, (58)

ou ou ou
where the matrices X, U are determined based on the solution of discrete Lyapunov
equations

X =MXMT +N,
(59)

U=MTUM +Y.
The first two components in (56) can be written down
tr(QPy ) +tr(RR, ) = tr[(Q+ K  CTRK ,C)Px 1.
Using relation (58), we get the gradient
Z—J = 2rpu—tr(FTLFR)]. (60)
i
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Thus, the objective function in this problem is determined by criterion (56), and its
gradients are determined by expressions (55), (60). The initial conditions for the mini-

mization procedure (52) are chosen as follows: K . =0; [A(1-p)F|<1.

Conclusion

Of course, in one article it is impossible to generalize all scientific directions and
methods of modern control theory based on the state space method. This is done most
comprehensively in the handbook [20]. But our task is to analyze the possibilities of the
entire theory for the design of control systems with many complexities of the function-
ing of controlled object, to show its positive aspects and to emphasize those difficult
tasks where the modern theory has found limited application.

It should be noted that the beginning of the creation of modern control theory coin-
cides with the beginning of the wide using digital computers for the design of multidi-
mensional control systems. At the same time, it turned out that the programming of
digital machines in the complex plane is very difficult and sometimes led to ambiguous
results when using models of controlled plants in the form of frequency transfer func-
tions. The state space method made it possible to describe and study the dynamics of
complex systems under non-zero initial conditions and always provided unambiguous
results when applied. The second important feature of the state space method is the ability
to take into account all state variables of the system over time, which most fully reflect
its important coordinates, but are not completely measured as initial measured variables.

A very valuable property of system models in state space is the possibility of their
application to describe controlled plants with different dimensions of state, control, and
measurement vectors, which was impossible when using multidimensional transfer
functions in classical control theory.

At the same time, state-space method models are very difficult to apply to systems
with delays, especially when the delays vary with time.

The main limitations in the application of models in the state space are the descrip-
tion of the dynamics of controlled plants in a stochastic environment, because in mo-
dern control theory it is assumed that disturbances have the character of «white noise»,
the mathematical expectation of which is zero. At the same time, most problems require
information about the covariance matrices of the indicated disturbances. This leads to
the solution of additional problems of estimating covariance matrices of disturbances
and fluctuations of their average values. These problems are solved in practice for sys-
tems with constant covariance matrices when Kalman filtering is implemented. But
when the variances of individual disturbances change all the time, their estimation be-
comes practically impossible.

The state space method, on the one hand, makes it possible to solve control prob-
lems for complex systems of large dimensions, and on the other hand, it leads in many
cases to certain problems that still remain unsolved. Control feedback synthesis on the
base of pole placement approach requires knowledge of the current value of the state
vector. Therefore, for incomplete measurements, when the dimension of the output vec-
tor is less than the dimension of the state vector, its estimator is used. Since measure-
ments almost always contain errors, its construction is fraught with certain problems.
How to represent the existing uncertainty when constructing an estimator so that the es-
timation error is acceptable. Existing methods of estimation in conditions of inaccurate
data based on the Kalman filter, methods of guaranteed ellipsoidal estimation and a
number of others often turn out to be ineffective. This is due to a number of reasons,
among which we highlight the following: error distributions differ from «white noise»
or other acceptable conditions of the methods; the presence of poor observability or
controllability, which can lead to incorrectly set tasks. In addition, the poles placement
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method for feedback synthesis, with the above features, does not allow design highly-
precision control systems and, what is especially important, ensuring the robustness of
the solutions to be obtained.

Existing methods are effective in synthesizing state-based control, including the
use of estimators when the need arises. However, they become significantly more com-
plicated when it is necessary to construct an output control system. In this case, matrix
inequality methods are used, which in certain cases give acceptable results. However,
there is no deep study of how to effectively solve such synthesis problems using state
space methods.
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La crarTs BiakpHuBae cepito myOIiKaliil, MPUCBIYCHIX HAYKOBO-TEXHIYHUM
JOCATHEHHSIM CTOPIYHOTO Mepioly PO3BUTKY Teopii Ta METOAIB KepyBaHHS.
OnurcaHo mpoOIeMu, SKi BIAIOCS MOBHICTIO BUPIIMIUTH 3 YpaxyBaHHSAM TOTO
4H iHIoro mixxony. Ilepiua 3 mux crareil mpUCBSYEHA METOLY MPOCTOPY CTa-
HiB, SIKMi TOYaB aKTHBHO po3BuUBaTHCs Aech i3 70—80-X pokiB MHUHYJIOTO
CTOJIITTA Y paMKax Teopii CHCcTeM Ta 3arajibHoi Teopii cucreM. [laeThes ommc
METOJy IIOJO JiHIHHUX CHCTEM aBTOMAaTHYHOTO KEpyBaHHS Ta 3arajlbHO-
MPUAHATHI ONMUC KEPOBAaHHX Ta CIIOCTEPE)KYyBAHUX AWHAMIYHHMX HPOLECIB y
TaKuX CHCTeMax. Po3riisamaloThes 3ajadi CHHTE3y CTabili3yrouoro KepyBaH-
HA B 3aMKHYTHX CHCTEMax i3 3BOPOTHUM 3B’ SI3KOM Ha OCHOBI Teopii CTiiKoCTi,
chopmynboBanoi JlsmyHoBuM. KpiM cTiliKOoCTi, Y pamMKax MeTOAy HpPOCTOpY
cTaHiB (HOPMYITFOIOTHCS TaKi BKIJIMBI SKICHI BIACTHBOCTI, SIK KEPOBAHICTh i CIO-
crepexkyBaHicTh. HaltOinbm po3po0ieHnit METOA CUHTE3Y JHIHHUX peryis-
TopiB 3a ctanoM. Cepel HUX 0cOONMBE Micle 3aiiMae METOJl CHHTE3y MOJa-
JIBHUAX PETYNATOPiB, AKUH PO3TISHYTO Y paMKax JKOPJAaHOBOI peamizamii Ta
pi3HMX MoaudiKaLili METOy 3aJIe)KHO BiJl pO3MIPHOCTI BEKTOpa KepyBaHH:.
PO3IJIsIHYTO CHHTE3 ONTHMAlbHOTO PETYJIATOpa 3 KBaJpaTHYHUM KPUTEpieM
JOCUTH 3araibHOro BuAy. [Ipu HEMOBHUX BUMipax, KOJU PO3MipHICTh BUXO-
Iy MEHIIIa 32 PO3MIpHICTh BEKTOpa CTaHy, JUId peaizanii CHHTe30BaHUX 3a-
KOHIB KepyBaHHs 3a CTaHOM BHHHKAa€ HEOOXiJHICTb BKJIIOYATH B CHCTEMY
KepyBaHHs OLIHIOBAY CTaHy. Y AETEpMIHOBAHOMY BHIIAJKy MOXHA BHKOPHC-
TOBYBAaTH OIMCAaHHWH Yy CTarTi omiHioBau JlroeHOeprepa, a 3a HasBHOCTI IO-
X1OOK BUMIpIOBaHb Y BUIUIAAI O1JIOr0 IIyMy 3 HYJIbOBHM CEpEIHIM MIUPOKO
BUKOpHCTOBY€eThCsl BinbTp Kanmana, Takox mpexacrasinenuit y crarti. He 3a-
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JMIICHUIA y poOOoTi 103a yBaroo crocié KepyBaHHs 3a BUXOAOM. Y BHCHOBKAaX
JIAIOTHCS TIepeBary Ta HeJOJIIKK METOiB KepyBaHHs Ha OCHOBI OIHCY Y NPOCTOPI
CTaHiB.

KirouoBi cjioBa: MeToq HpoOCTOpY CTaHIB, KepyBaHHSA, 3BOPOTHHH 3B’S30K,
CTIHKICTh, KEPOBAHICTh, CIOCTEPEKYBaHICTh, cTabLIi3alisl, MOJaIbHE KepyBaH-
us1, ¢pineTp Kanmana.
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