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At present the problems of control in conditions of conflict and uncertainty are
especially relevant. This work deals with the problem of search for a mobile tar-
get in condition when the pursuer knows only probability distribution of the tar-
get initial state. In this paper we first address the auxiliary problem of controlled
object convergence given terminal set. Herewith, its motion is described by a
system of nonlinear differential equations and probability distribution of its ini-
tial state. We deduce formula for the probability of bringing the trajectory of
controlled object to the terminal set at fixed moment of time. In so doing, the
Fokker—Planck—Kolmogorov equation is used. In the case of the linear dynamics
of the controlled object this formula takes an explicit form. In the paper, we ap-
ply this formula to study the problem of search in the case of linear dynamics of
the pursuing controlled object (pursuer) and the mobile target. The pursuer starts
moving from a given point and strives to get close to a given distance from the
target. At the time it occurs the search is considered completed. Therewith, in-
formation on current state of the target is not available to the pursuer; however
he is aware of probability distribution of its initial state. We derive sufficient
conditions, under which at a certain time the pursuer can achieve its goal with
certain probability and deduce formula for this probability. To this end, the idea
of Pontryagin’s first direct method, based on the condition of the same name, is
employed. In so doing, we use Minkowski operation of geometric subtraction,
the properties of the set-valued mappings, and the measurable choice theorem. It
is shown that, in the case of simple motion of the target and the Gaussian proba-
bility distribution of its initial state this probability takes its maximal value at the
above mentioned time. On the sake of geometric descriptiveness this is illustra-
ted with the example of simple motions on the plain.

Keywords: conflict-controlled process, problem of search, density of probability
distribution, Fokker—Planck—Kolmogorov equation, selection of set-valued map-
ping, Gaussian probability distribution.

Introduction

Most of the dynamic processes that occur in technical systems, proceed in condi-
tions of conflict and uncertainty [1]. It should be noted that in the classical works of
R. Isaacs [2], L.S. Pontryagin [3], N.N. Krasovskii [4] and their followers [5-7], in con-
structing controls, full information of the object state is used, or the decision is made on
the basis of counter-strategies.
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However, in real conditions of conflict interaction, information about phaze
state becomes available with some delay, or in the form of its probabilistic distribu-
tion. In the first case, the equivalence of the approach problem with information delay
to the approach problem with complete information, but with the changed motion equa-
tion and terminal set, is established for a wide class of dynamic systems [8]. To the
second case refer the search problems [9], in which the Fokker—Planck—Kol-
mogorov equation [10], describing evolution of the probability distribution of current
object state, plays the key role.

In this paper, we first deduce formula for the probability of bringing at fixed
moment of time the trajectory of controlled object, whose motion is described by
a system of nonlinear differential equations and known probability distribution of its
initial state, to the given terminal set. In so doing, the Fokker—Planck—Kolmogorov
equation is employed.

We apply this formula to solve the problem of search in the case of linear dyna-
mics of the pursuer and the target. It should be emphasized that under this condition the
above mentioned formula takes an explicit form. The pursuer starts moving from a gi-
ven point, knowing only the initial distribution of the target position. His goal is to get
close to a given distance from the target. In addition, during the search process, the cur-
rent control of the target becomes known to the pursuer at each moment in time. We ob-
tain sufficient conditions for the achievement of pursuer’s goal at given instant of time
with certain probability and deduce formula for this probability. It is shown that, in the
case of «simple motion» of the target and the Gaussian distribution of its initial position,
this probability takes maximal value at this moment of time. In so doing, an analog of
the Pontryagin condition and the measurable choice theorem [11] are used. The results
are illustrated on the example of «simple motions» on a plain.

Probability of bringing the trajectory of controlled process to the terminal set

Let motion of the controlled object y in the space R" be described by the system
of ordinary differential equations

y=g(y,V), g(y,v)=col(gi(y,V)), y(to)=Yo, i=1...n. ()

Herey e R", veV, V c K(R"), where K(R") is the set of all compacts from R".

To provide existence of Caratheodory (absolutely continuous) solution to this
equation we suppose that the velocity vector, namely vector-function g(y, v), is conti-

nuous in y. As a whole, we assume that this function is jointly continuous in its variab-
les. Also we suppose that function g(y,Vv) meets the local Lipshitz condition. This
yields uniqueness of the system (1) solution for any measurable control v. Fulfillment
of the Filippov condition:|g(y, v)| <C(1+|y|) for all veV, C is a constant, ensures

the solution extendibility to the whole infinite half-interval of time.
We assume that control v is chosen in the form of Lebesgue measurable function
with values in compact V.

Also, the terminal set M, M — R", is given. We suppose that M is a closed set.

Let us denote p(t, y) the density of object probability distribution at time t and
by P(t, M) the probability of hitting set M by the trajectory of controlled process (1)
at the time t. Evidently, the following formula is true:

P(t, M) = [ p(t, y)dy. )
M
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It is known [10] that the density p(t,y) satisfies the following differential equa-
tion in partial derivatives (Fokker—Plank—Kolmogorov)

ap(t, y)/at=—(V, g(y, V) p(t, ), ®)
under the initial condition p(ty, y) = po(y). Here the formal notation was used:

V=(0/ Y1, 0/ Yn)-
Equation (3) is valid for all admissible controls v(-). Its integration is equivalent to

integration of the system of ordinary differential equations (1) and the following equa-
tion [12]

dp(t, y)/dt =—(V,g(y. V) p(t, ) 4
Let us denote by y(t, z) the solution of equation (1), which at the moment t is pas-
sing through the point z, i.e. y(t, z) = z. We substitute this solution into the equation (4)
and solve it under the initial condition
P(to. Y(to. 2)) = Po(Y(to. 2))- ()
Then, upon substitution the solution of problem (4), (5) into formula (2) we obtain

t
P(t,M) = | poy(to. z))exp{ = [ (V. 9(y(6, 2), v(6))d6 }dz. (6)
M

)
If the right-hand side of equation (1) does not depend on variable y formula (6)

is essentially simplified (the exponent turns into unit).
In the case of the linear dynamics of the object:

y=Ay+v @)

(A is a square matrix of order nxn) we have

(V.g(y,v) = % ajj =trA

Here by trA is denoted the sum of diagonal elements of the matrix A.
Let t; =0. Then, in view of the Cauchy formula, expression (6) takes the form

P(t, M) = exp(-ttrA) j Po ( exp(—At)y —Jt'exp(—Ae)u(O)d 0 de. (8)
M 0

One problem of search for mobile target

The problem of search of moving object by another controlled object frequently
arises in engineering. Various assumptions concerning motion nature of the former can
be made. We will consider that it is controlled as well.

Let motions of the pursuer and the mobile target are described by the systems of
linear differential equations, respectively:

X=AX+U, 9)
y=~Ay+v (10)

Here x, yeR", A and A, are square matrices of ordern, u and v are control param-

eters of the objects, ueU, veV, U and V are convex compacts from R".
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The pursuer set out in search for the target from the point x, at the time t=0.

Together with the point X moves its neighborhood, having the form of closed
n-dimensional ball of radius & centered at the origin. Let us denote this ball by Sg(g).
The pursuer strives to achieve at some finite instant of time the inclusion:

y(t) € x(t) + Sy ().
Its fulfillment means completion of the search. Denote the probability of this inclu-
sion by P(t).
Suppose that the pursuer is aware of the density probability distribution of the tar-
get initial state py(y). Let py(y) be a continuous function. In addition, during the

search process, the current control of the target becomes known to the pursuer at each
moment in time. The pursuer and the target are allowed to use as controls measurable
functions with values in U and V respectively. It is required their realizations in time
be measurable functions. Such controls will be referred to as admissible.

In what follows, we use the idea of Pontryagin’s first direct method [3], based on
the condition of the same name. At the heart of this condition lies the assumption that at
each instant of time information on current control of the evader becomes available to
the pursuer. We use the modified version of this condition.

Pontryagin’s condition. W (t) = ety feAZtV #, Vt>0.

Here the Minkowski operation of geometric subtraction of sets is used [13]:

XxY ={z,z+Y < X,zeR"}, X <cR", Y cR".

Here epﬁt, i =1, 2, denote fundamental matrices of homogeneous systems X = Ax and

y = Ay, respectively.
Theorem. Suppose that the probability distribution of the evader initial state is

Gaussian:
2
ol D=
(21t)n/26<5 .0 26,26,% .5, )
192 7+:On 192 Yn

Po(y) =pPn(y—p) =

n=0y, My 1 20, 0; 20, i=1..,n.
Let Pontryagin’s condition hold and the set-valued mapping W(t) have non-

empty interior. Also, let there exist the least time t*, at which the following inclu-
sion is fulfilled:
* * t*
e xg—e™ e [ (eMUre™dV)do. (11)
0
Then at the time t* the pursuer can achieve his goal with the probability

P(t,) =exp(~t"trAy) [ po(e™" y)dy, (12)
S0(8)

for any admissible control of the evader.
Proof. By formula (8), the probability of detection of the target at time t has
the form:

t
Pt)=exp(-trA) [ po (e‘A?ty—je‘Azev(e)de—pJ dy.
X(1)+So(¢) 0
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After the change of variable y=y; +X(t) and subsequent replacement of y; by vy,
this formula takes the form:

P(t) =expP(t) = (-ttrA) [ po (eAQt y+ePelx(t) - }e’AZev(e)d 0- u]dy,
So(€) 0

Using the Cauchy formula for the solution x(t) of system (9) we obtain:

P(t) = exp (—ttrAy) x

t t
x [ po (e‘AZt £y+eA1tx0 + [eA0y(e)do—[e*Oy(o)do —eAZtquy. (13)
So() 0 0

By virtue of the properties of geometric difference of sets and the closeness of the sets
eMU and eMv, the set-valued mapping W(t), W(t)= eAy >x_<eA26V, is measurable
and closed-valued. Also, it has non-empty interior. Therefore, in view of relation (11), there
exists time t* and a measurable selection ®"(0), ®"(0) W (B), 6 <[0,t*], such that

* * t*
et xp —e™ = [ w*(0)de. (14)
0

Let us construct control of the pursuer in accordance with the formula

A0y (0) =AU Ov(0) - " (6). (13)

Measurable solution of this equation exists by virtue of the theorems on measurable
choice, in particular, in the form of lexicographic minimum by the Filippov-Castaing theo-
rem [11]. Upon substitution of formulas (14) and (15) into expression (13) we have:

P(t") =exp(-t"trA))x | po£e‘A2t*£ y—ef el g +
So(2)

t* : t t .
+[e=Oy(g)do- [ " (0)d6— [ e Oy(e)do ) jdy .
0 0 0

Finally, we come to the formula
P(1") =exp(-1"trAp)- [ pole™™" y)dy.
So(e)

It should be noted that at the initial moment t =0 the probability of detection of

the evader by the pursuer is P(0)= |  po(y)dy. Whether the value of P(t") is
X9+S0(€)

greater than P(0) depends on the matrix A,. In this paper we do not touch this point.

Below we provide the case where the probability P(t) takes maximal value at the
time t*.

Corollary. Suppose that motion of the target is «simple»: y=v, yeR".

Then, under the control, defined by formula (15), at the time t* the probabili-
ty P(t) (13) achieves its maximal value:

Pt )= [ po(y)dy.
S0(5)
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Example. For the sake of geometric descriptiveness, let us consider «simple mo-
tions» on the plain:

x=u, y=v, x,yeR? x(0)=x, |ul<a |v|<1 a>1. (16)

Suppose that probability distribution of the target initial state is Gaussian:

_(yl—u)2+(y2—u)2jl
2

1
Po(Y) =5 EXF{
T

From formula (14), in view of the target dynamics (16), we have:

(D*:(a—l) Xo —H , t*:”XO_M".
[0 —ul a-1

By formula (15), the control u(6), 6 €[0,t"], has the form:

u() = v(0)—(a-1) ||§E :ﬁ". 17)

Under this control, the probability P(t) (13) achieves its maximum at the time

t* since the point pn, peR", is the point where the probability density py(y) takes
its maximal value. Here

1 1

P(t) = | exp{—§||y+x0 —t(u—v)||}dy .
T So(e)

This integral equals the volume of a body, cut off the surface z = py(y) by the cyl-

inder with a circle of radius ¢ as a base. By using control (17) the pursuer is pushing this

«_ bl

body towards the origin and at the time t*, t 1 the body takes its maximum volume

1 1,2
o | o2yl oy
2n S(e) 2

Conclusion

We deduced the formula for the probability of hitting the terminal set by the trajec-
tory of controlled process at fixed moment of time. Herewith, the dynamics of the pro-
cess is described by a system of nonlinear differential equations and the probability dis-
tribution of its initial state. This was used to analyze the problem of search for mobile
target. We deduced sufficient conditions for detection of mobile target at a certain time
with some probability and deduced formula for this probability. The case is indicated
when at this moment of time the mentioned probability achives its maximal value.
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Cproro/Hi 3ama4i KEpyBaHHSA B YMOBaX KOH(JIIKTY Ta HEBU3HAYCHOCTI € 0COOIIH-
BO aKTyaJbHMMHU. Y il CTATTI PO3MIISANAETHCS 3aJada TMOIIYKY PyXomoi MiJi,
KOJIM LIyKady BiZIOMHI JMIIE PO3MOALT HMOBIPHOCTI MOYAaTKOBOTO CTaHY LLMi.
CnodaTKy JOCTIDKYEMO TOIIOMDKHY 3a[ady Ipo IPHBEACHHS TPAEKTOPii Kepo-
BaHOTO 00’€KTa, PyX SKOTO ONHUCYETHCS CHCTEMOIO HEMHIMHUX nuepeHtiitnux
PIBHSHB i3 33JaHUM PO3MOILIOM WMOBIPHOCTI HOTO IMOYATKOBOTO CTaHy, 1O 3a-
JaHoi TepMiHAIBHOT MHOXHHHU. [lani BuBoauMo (opmyy HMOBIpHOCTI i€l 1mo-
nii y GikcoBaHMH MOMEHT 4acy IpH 3aJaHoMy Harepen kepyBaHHi. [Tpu mipomy
BHKOPHUCTOBY€EThCS piBHsIHHA Dokkepa—Ilnanka—Konmoroposa. [Ipu miHiiHIH
JIIMHaAMIIl KepoBaHOTO 00’ekTa (hopMyJia HaOyBae HasBHOTO BUIIIALY. Y poOOTI
oTpuMaHa (opMysa 3aCTOCOBY€EThCA UL AOCIIKEHHS 3a/adi MOUIyKy MpH Ji-
HilfHII quHAaMIi nepecnigyBada i mimi. [lepeciigyBay moumHae cBiif pyx i3 3a-
JIaHOI TOYKHM 1 IparHe HaONM3WTHCS Ha 3aJaHy BigcTaHb Bix num. [Ipu mpomy
iH(opMaIIist mpo NOTOYHMI CTaH BTikaya HEJOCTYINHA IS MepeciliayBada, MpoTe
oMy BIIOMHI pPO3MOALT HMOBIpHOCTEH HOro movatkoBoro craHy. OnepraHi
JOCTaTHI YMOBH, 3a SIKMX y TIEBHHUH 4ac IepeciigyBad 3MOXKe JOCATTH CBOET
METH 3 JSSIKOI0 MMOBIPHICTIO, 1 BUBeAeHa (hopmMyna aus 1iei imoBipHOCTi. Jlist
I[bOTO BUKOPHCTOBYETHCA ifies MEpILIOTro HpsmMoro meroxy IloHTpAriHa, mo
0a3yeTbcs Ha OJHOMMEHHIH yMOBi. Lle moTpeOyBano 3aCTOCYBaHHS T€OMETPH-
4yHOi pi3HUII MIiHKOBCBHKOTO, NESIKUX BJIACTHBOCTEH Oararo3HayHHX BigoOpa-
JKeHB, a TAKOXK TEOpeMH IIpo BUMipHuii BuOip. [lokaszaHo, mo y pasi «mpocTux
PYXiB» 1 rayccoBOro po3IOAiIy HMOBIpHOCTEH MOYAaTKOBOTO CTaHy BTiKada y
BKa3aHUH BHINE 4Yac I WMOBIPHOCTH JOCATa€ MaKCHMAJIBHOTO 3HA4YeHHS. 3
METOI0 T€OMETPUYHOT HAOYHOCTI 1€ NMPOLTIOCTPOBAHO Ha MPUKIAI] «IPOCTHX
PyXiB» Ha IUIOLIMHI.

KorodoBi ciioBa: xoH}IIIKTHO-KepOBaHUH Hpoliec, 3a1ada MONIyKy, MIUTBHICTD
po3noniny WMoBipHOCTI, piBHIHHS Pokkepa—Ilnanka—KonMoroposa, cenekrop
0araTo3HaYHOTO BiNOOpa’KeHHs, TayCCOBUM PO3IMOILI HIMOBIPHOCTI.
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