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V peanbHOMY CBITI iCHY€ Oe3Jid CLEHapiiB ONTHMI3aLlii 3 BEMKOIO KiTbKICTIO 00-
MEXeHb Ta IUTHOBUX (DYHKIIH, SIKi 32 CBOEIO NPUPOAOIO € PO3PHBHUMH, HEIiHiH-
HHUMH, HEBUITYKIIMMHU Ta MyJIbTHMomadbHUMH. Kpim Toro, 3amadi onrtumizamii €
6araTOBUMIPHUMH 3i 3MiIIAaHUMH THIAMH 3MIHHUX, TAaKUMHU K LT, AifCHI, AUC-
KpeTHi, IBIMKOBI, Ta MAIOTh Pi3HMII Jlialla30H 3HAUCHB, 10 BUMarae HOpMai3arii.
Omxe, mPOCTIp MOLIYKY 3a7adi He 3aBKAN MOXKe OyTH riaakuM. TakuMm 4uHOM,
€BOJIIOLIIHI aITOPUTMH MOYAIM BUKOPHCTOBYBATHCS 1 PO3BUBATHCS B OOUHCIIIO-
BaJIbHUX IIPOIIEcax Ta BHUPIIICHHI CKJIAJHMUX IH)KCHEPHUX 3aBlaHb, a TAKOXK y Me-
TOAaX INTYYHOTO IHTENEKTy. Y 3alpOIIOHOBaHIH pOOOTI PO3IITHYTO CYKYIHICTH
METO/IiB OLIHKM ONTUMAIIbHUX MApaMeTpiB TPEHYBaIbHUX (PYHKLIN 3 BUKOpHC-
TaHHSAM €BOJIIOLIMHUX Ta TEHETHYHUX aJTOPUTMIB MOIIYKY B HOPIBHAHHI 3 po-
smupernM CMA-ES-anropurmom. IIpoananizoBaHo MeTaeBpHUCTUUHI aTOPUT-
mu ontumizanii ALO, ABCO, GA, PSO ta knacuunnit CMA-ES, siki IpyHTYIOTh-
Csl Ha TIOBEJIIHI XMBHUX OPraHi3MiB B pealbHUX IPUPOIHUX ceperoBuInax. J{ms
aHaJli3y BUKOpHCTaHO MeTo] MoHrte—Kapio, skuii Jae MOXIHUBICTh 3pOOUTH BHU-
CHOBKH MPO PO3MOALT KiIbKOCTI oGuHciIeHb 1iiboBOi (GyHKUil. B poGoti Takox
3amporoHOBaHo posiupenHs amroputMy CMA-ES 3 BHKOpHCTaHHAM CyMileit
HOPMAJIbHUX PO3MOJIIIB 3 HEBU3HAYECHOK BEIMYMHOI PO3MIPHOCTI CcyMmilmi Ta 3
BiZIoMHM 0a30BHUM PO3MOAUIOM IS OIIHKY ONTUMAJIBHUX 3Ha4YeHb BiIOMHX Tec-
ToBUX (yHKUiH. Po3pobnenuii anroputM moOyA0BaHO 3a MPUITYLICHHSIM 0araro-
HIKOBOCTI PO3MO/AITY apamMeTpiB CKIAHUX CHCTEM, y TOMY YHCII Tilleprnapamer-
PiB HEWPOHHHX MEPEXK Ta MapaMeTpiB CTOXACTUYHUX MU(epeHLiaTIbHUX PIBHIHb.
JlocmimKeHHs TTOKa3yIoTh, 10 3 POCTOM KUIBKOCTI MiKiB U1l po3umpeHoro CMA-
ES-anropurmy KilbKiCTh 3BepHEHbB [0 ILITBOBOI (DYHKIIT CIIafa€e i THM CaMUM ITiIT-
Bep/DKye e()eKTUBHICTB 3alpONoOHOBaHOr0 po3mmperoro aaropurmy CMA-ES. On-
HaK JUIs MaJIoi po3MipHOCTI N BUOIp BENMKOI KUIBKOCTI MIKIB € HeXOUUIbHIM. JlaHi
BIIACTUBOCTI CBi4aTh NP0 iCHYBAHHS B3a€MO3AJIEKHOCTI MK PO3MIPHICTIO IOYar-
KOBOI 3a/1a4i Ta KiIbKICTIO BUOPAHMX MIKiB.

KurouoBi ciioBa: cymim po3nozinis, ontuMisaris rineprapaMeTpiB, TeHETHYHI
anropurmu, CMA-ES-anroput™, metoq Monrte—Kapno, croxactudni gudepes-
[iaJIbHI PIBHSHHS.
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Beryn

JlocoiKeHHSIM METOIiB OIIIHKY TIapaMeTpiB UM TimeprapameTpiB CKIAJIHUX CHCTEM
MPUCBSIYCHO BEIUKY KiJIbKicTh poOiT, 30kpema [1-8]. OcHoBHI mpobiemu y 3amadi
OIIHKY TIOBSI3aHi 31 CKJIQJHICTIO aJTOPUTMIB, SIKi BUKOPHUCTOBYIOTBCS Y 3a7adax OIlIHKH
MapaMeTpiB CTOXaCTHYHUX MU(EepeHIiaTbHUX PIBHSAHB Ta iHIIUX CKIAIHHUX CHCTEM.
VY nawiif poOOTi OCHOBHY yBary CKOHIIGHTPOBAHO Ha PO3IIMPEHOMY alITOPUTMI CTpaTerii
€BONIOIIfHOT ajanTaliii Ha OCHOBI KoBapiamiiiHoi wmatpumi (Covariance Matrix
Adaptation Evolution Strategy — CMA-ES). Po3riisiHeMo OiIbII A€TadbHO KIaCHYHHIMA
CMA-ES-anroput™m Ta #ioro momudikamii. Hampukman, y [9] mpeactaBieHO METO.X
ctparterii qudepennianpHoi eBomolii (DES) — aiaroputM, mo € 4uMoCch CepeTHIM Mik
nudepenmianpaoo esomoricio (DE) ta CMA-ES. DES BukopucToBye KoMOiHAIT
PI3HHUIIEBUX BEKTOPIiB MK apXiBHUMH IHIAMBIJIaMH i OJJHOBUMIPHUMH TayCCiBCHKUMHU
BUITAJIKOBUMH BEKTOPAMH B3JOBX HAIPSIMKIB MHHYJIHX 3CYBIB CEpEIHIX TOYOK.
DES-meTton meBHor Mipoto BignoBimae CMA-ES, ane o0Opobnse Toukm, a HE pO3-
nmominu. 3TiAHO 3 eKCIepUMEHTaIbHUMH pesyibraTaMu DES mokasye mBUIKICTH
JiHIHOT 30DKHOCTI JUIsl KBaApaTUYHUX (YHKIIH y MUPOKOMY CIIEKTpi 4ucen o0y-
MoBiIeHOCTi Matpuli ['ecce. UncenbHi pe3ysbTaTH, IPEACTaBICHI y CTaTTi, TOKa3yIOTh,
o DES koHkypeHnTocnpoMoxuuit mopiBasaHo 3 CMA-ES mig yac sik T0KaasHOT, TakK
1 rmo6anpHOI onTUMi3arii.

VY [10] npononyetbes HoBUE BapianT CMA-ES, nassanniit AEALSCE, mis 3agau
onrruMizaiiil B HerepepsHii oomacti. AEALSCE orpumano muisxom inrerparii CMA-ES
3 IBOMa CTpATerisiMH, SIKi MOXYTh KOPUT'YBAaTH €BONIONINHHI HAIPSIMKH Ta 30aradyBaTH
PI3HOMAaHITHICTH TOIYJIALI] 1HAUBIIB. ABTOPH ITPOIIOHYIOTH HOBY CTpATeTito ajamnTaiii
aHi3oTpoItHoro BiacHoro 3HadeHHs (AEA), mo amanrtye o6iacTb Mouryky A0 OonTuma-
JHHUX EBOJIOIIITHAX HANpPsMKIB Ta aHI30TPOITHO MacImTadye BIAacHI 3Ha4EeHHS KOBapia-
LiifHOT MaTpHLIi HAa OCHOBI BUsIBICHHs JokansHoro naHamadry (local fitness landscape)
BIAITOBIIHOCTI:

XL =M +8vj,
XR = mt —dov J ,
me &~ N(0, A j ), v j BKasye Ha j -t BnacHuit BeKTOp KOBapialiiHoi MaTpuii, Aj — j -Te

BIIaCHE 3HAYCHHS KOBapialifHOi MaTpwHIIi BiAMOBiIHO.

IHIa cTpaTeris Ha3MBAETHCSI CTPATETIEIO JIOKAIBHOTO TolIyKy (LS), sika BUKOHYETBCS
Y BJIacCHIH CHCTEMi KOOP/IMHAT 1 K JIOKAIbHUI METOJ eKCILTyaTamii Moxe 30araTuTy pi3Ho-
MaHITHICTh TIOMYJIAIII. 3TiAHO 3 CTATUCTUYHUMHU PE3yJIbTATAMH €KCIIEPHMEHTIB 3aIpOoIio-
HoBauuii apropamu anroput™ AEALSCE He mocTymaeThcst iHIIMM anroputMam egex-
TUBHOT TOYHOCTI.

B [11] 3anpomnoHoBaHO MomudikoBaHHI MeTOn 00poOKH oOMexeHHs 010Ky (box
constraint) mis CMA-ES. Takox, sk i B [10], izes mossrae B onrumizarii 6e3 oOme-
JKeHb 3aBJISIKM BBEJICHHIO IITy4HOro (itHec-manqmadry (artificial fitness landscape),
ne ¢yHKuUis mrpady A0AAETHCS 0 3Ha4eHb (QYHKIIT B HAHOMMKYNX JOIYyCTUMHUX PO3-
BSI3Kax, afanTyroun mrpadHi Koeilli€eHTH, 0 BU3HAYAIOTh YyTIUBICTE OOMEXEHb 10
3HAaYEHHS IiIbOBO1 (DYHKIIIT, BIH CTBOPIOE «PO3YMHUI» JaHAMA(T BipTyambHOI QYHKIIIT
3a MeXaMH JlorrycTiMoi obmacti. OnTHMI3alis Mpawkoe T0TH, JOKH He Oyae JOCSATHYTO
po3ymHuX mTpadgHUX KoedimieHTiB. ExcniepuMeHTaNbHI pe3yiabTaTH TOKa3yHOTh, IO
3aMpPONIOHOBAHUM aJITOPUTM MO’Ke He 30iratucs 3 QyHKIISIMUA MOKa3HUKOBOTO MHO-
JKHHUKA, TOJI SIK 3aIIPOIIOHOBAHUH y poOOTi allrOPUTM JIEMOHCTPYE 301KHICTb.

3acrocyBaHHs riOpUIU30BaHOI CTpaTerii eBOJIONIl MeToay ajanTauii KoBapia-
niitaoi Matpuii kpoc-eHrpornii (CE-CMAES) 3anpononosano B [12]. [IpeacraBnenuit
CE-CMA-ES BukopucToBye nepexpecHy €HTPOII0 IS IM100aJbHOTO JOCIiIKEHHS
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MPOCTOPY MOIIYKY Ta CTpaTeriro amanTallii KoBapiamiiHOT MaTpHUIl ISl TOKAJIBHOT
ekcruryaranii. OcHoBHa HOBH3HA anroputMy CE-CMA-ES — 1e aganTtuBHU Mexa-
HI3M 3MiHU PO3Mipy KpOKY (CTaHIapTHOTO BiJXWJICHHS), IO KOHTPOJIOETHCS LIS~
XOM €BOJTIONIT 1 € CYMOIO MOCIIIOBHUX KPOKiB Y KOKHOMY BUMipi. [TopiBHSIIBHIIA aHa-
ni3 mokasye, mo CE-CMA-ES nocsrae xpamux pe3yiabTaTiB IMOPiBHSHO 3 Cy4acHH-
MU aITOPUTMaMH.

V [13] po3pobiaeno MeToa camoananTarii KoBapialifHoi MaTpHIli 3 BiJIITOBXYBa-
meHUME cyOonomysisimu (RS-CMSA), sikuit ribpunnsye Ta 00€IHy€e Kilbka KOHIISTIIT i
1 TEXHIK 3 Pi3HUX iICHYIOYHMX METOIB, TAKUX K TOYKH TalOy B Mouryky taly, HOpMasi3o-
BaHa Bifgctanb MaxananoOica Tomo. RS-CMSA B 0CHOBHOMY CKJIaHa€ThCs 31 CTpaTerii
€BOJTIOIIIT MeToMy afanTaiii koBapiamiiiaoi Matpumi (CMSA-ES), mincunenoi emitapHi-
CTIO, SIK OCHOBHOI ITOIIYKOBOi CHCTEMH KLTBKOX CyOHNOMYJIALiil OJHAKOBOTO PO3MIpy.
RS-CMSA mnokasaB 3HauHy nepeBary Haj iHmuMu Metogamu (NMMSO Tta NEA?2), sxi
TaKOX TECTyBAIHCS Ha OUIBII CKIATHAX KOMITO3UTHUX (DYHKITISX.

V [14] aBTOp pO3Tsaac HeMapaMeTpUIHE MOJICIIOBAHHS BXiTHUX TPOCTOPIB B OII-
TUMi3alii YOpHOi CKpUHBKH B mpocTopax ['inpdepra BinrBopiotodoro sapa (RKHS). Le
MOJICTIIOBAHHS MPHU3BOJUTH JO MpoOJeMu (QYHKIIIOHAIBHOI ONMTHUMI3alii, MpeaMeTHOIO
obnacTio sikoi € QpyHkIioHanpHUI mpoctip RKHS, mo 103Bois€ MpoBOIUTH ONTHUMI3a-
L0 JTy’Ke BEJMKOTo Kiacy ¢yHKuii. ABTop npornonye CMA-ES-RKHS, y3aransaenuit
anroputM CMA-ES, 31aTHIH BUKOHYBaTH ONTUMi3anilo (YHKIiH YOpHOI CKPHUHBKU B
RKHS. Pesynsratn CMA-ES-RKHS noka3ytoTs siBHe BUKOHaHHS (YHKI[IOHAJIBHOT OI1-
TUMi3aLil Ta MoI0JaHHs MPpoOIeMH MiI00py 3HAUeHb MOYATKOBHUX MapaMeTpiB.

JBi ocHOBHI 3agaui

3amaua 1. ¥V pobotax [1, 2] po3rmsiHyTO npobiaeMy MiHiMizanii aucnepcii Bumaza-
KOBOTO IPOIIECY, IO ONMKCYE AMHAMIKY PO3BHTKY CYKYITHOCTI KIIITHH {Xl, Xo, x3} cuc-

TEMOIO CTOXaCTHYHUX AU(pepeHIiaIbHUX PIBHIHBb

(t)) (-q-a) O 2y [ %(t)
d{ %) |=| at) -g-B 0 | x() |dt+
X3(t) 0 B —a-v){x(t)

—Jot) % (t) 0 2vx3(t) | dw (t)
+| Ja®x®)  —Bx () 0 dWy (t) |+
0 —Bxa(t) —frxg(t) JLdWs(D)

Vo (t) 0 0 dW,, (t)
+ 0 Jaxa(t) 0 dWs (t) |, @D
0 0 Joxs t) |\ dWe (t)

ae W, (t),t >0 — crangapTHi BIHEpOBCHKI IPOLECH, [0 BU3HAYAIOTHCS KOPEILILIHHOI0

MaTPHIICIO
6 .
R = (Rjj)ij=1:
B,Y,q — HEBiIOMI KOHCTAaHTH CHUCTEMH, SIKi HeoOXxinHO ouinutH, ot) — HeBimoma

(byHKIIIS, SKa 3a3BHYal HAJISKUTH AesKoMy kiacy. Hanpuknan, y poborax [15, 16] po3-
JITHYTO KJIaC TOJIHOMIabHUX (PYHKIIIH, TOOTO

a(t)eAz{ao+...+aktk}, keN.
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Binbur ckiaani npoctopu GyHKIIH po3risiHyTo y podori [17], ne sk kiaac yHkuin ot)
PO3TISTHYTO paIlioHabHI QyHKITIT

(x%)+...+0,lktk

a%+...+aﬁ1tk

at)e A= , k,meN.

OcHoBHa mpobnema mpu aHami3i cuctemu (1) monsrae B OIHIN HEBIIOMHUX Tapa-
MeTpiB

(B,y, g, o, R)e REXAXE,

Jie E — npocTip A0aTHO BU3HAYEHHX KBAJPaTHUX MaTpHUIb po3MipHOCTI 6x6 3 omu-
HUYHUMH JiaroHaJbHUMH €JICMEHTaMH, a KPHUTepiil ONTHMAaJbHOCTI BH3HAYA€THCS 32
JIOTIOMOTOI0 HACTYITHOTO (DYHKIIOHATY SKOCTI!

IB. 7.6 0 R) =Y GE[xE)-x[ @)
i=1

VY dopmymi (2) X(tj) moszHauae po3Ba3zok cuctem (1) y MOMeHTH 4acy tj, Xj —
BiZIOMi 3Ha4€HHs NPOLIECy, AKUH NOTPiOHO OLIHUTH, Cj — HOPMYIOYi KOHCTAHTH, Xapa-
KTep SKUX AUKTYETHCS ONTUMI3aliHHOIO 3a1a4uero. Y ¢opMyii (2) BaXIMBUMH CKIIAI0-
BHMH € MaTeMaTH4Hi CIO/iBaHHA BiiXuineHp E |X(ti )% |2 . Cnig 3ayBakuTH, 10 i3-32
CKJI4JIHOTO BUIJISAY NpaBoi yacTuHu cuctemu (1) y 3araibHOMY BHIMAAKY HEMOMKIIHUBO

. s . 2 R . .
3HAMTH aHANITHYHUN BHIIISN E|x(ti)—xi| K (YHKUIT BiJl HEBIIOMHX IapaMeTpiB

(B, v, 9, a, R). Tomy mns ouinku E |X(ti )— X |2 HaifyacTile BUKOPHCTOBYETHCS METO[

Mownte—Kapio 3 momudikanismu [18-22]. Ogaum 3 HenomikiB meronis Monte—Kapio
€ HeTlepepBHa JiHiHA 3aJIe)KHICTh CKJIQJIHOCTI ITOPUTMY BiJl KUTBKOCTI cuMyJsmin M,
T00TO cKinaaHicTh MeToniB MonTte—Kapno piBastuMmerbes O(M). 3 iHmoro 60Ky, AJs
TMIOIIIYKY ONTHMAJIBHOTO HabOpy mapaMeTpiB

(B.7.6. 6, R)y=argmingg o oo p =B 7.0 0 R) @3)

BapTO BM3HAYHUTH METOJI 3 HEBHCOKOIO CKIagHicTIO. OCKUIBKM AOCIIKyBaHi ITapamer-
pU PO3TIAIAIOTECS B HEMEPEepBHIM 00JacTi, I TMONIYKYy ONTHMAIbHUX TapaMeTpiB
HalyacTillle BUKOPUCTOBYIOTh CBOMIOLIMHI Ta TEHETHYHI alrOPUTMHU mouryky [23-26],
SIKI B CBOIO 4epry HENEpepBHO JIIHIHHO 3aleXHi BiJ KUIBKOCTI YacTHHOK (ocobun) P
B JJAHOMY JTOPUTMI. SIKIIO y3arajJbHUTH, TO CKJIAJHICTh aITOPUTMY IOIIYKY ONTHMA-

mermx mapametpie (B, v, §, &, R) piensmms (1) Ta BigmosigHoi ontuMizamiinoi 3amadgi (3)

3 TeHEeTUYHHM ATOPUTMOM Y POJIi OHOBJICHHS MapaMeTpiB Ta anroputMy Monte—Kap-
2 .

70 A7t 00YHCIICHHS E|X(ti)—Xi| Oyne matu CKnaz[HwTLO(M * P*T), e T —

BeJIMYMHA po30uTTs Ha iHTepBanmi [0, max tj]. Takox naHy METOJMKY MOKHA BUKOPHC-
1<i<n

TOBYBATH [UTA 337184 3 TOYKAMH KOHIIEHTpAIIii, MOJIETb IKMX PO3TIIsHYyTa B [27].

3apgaua 2. [/[pyra 3amada, sika moTpeOye MOKpaIIeHb aJTOPUTMIB MOIIYKy, — IIe
OIliHKa MapaMeTpiB HeHpoHHUX Mepex [4, 28-31]. [ HEHPOHHUX MEpeK HEBEITUKOL
PO3MIPHOCTI HAJAIOTH IEepPeBary alropuTMaM «Ipy0oi CHIIN», a came, alTOPUTMaM IIo-
IIYKY TI0 CiTIIi, AITOPUTMaM BUIAQJIKOBOTO TOMIYKY IO CIiTIi Ta iX MomudikamisM. [Tpote
JUIsl HEHPOHHHMX MEpEeXX BEJMKOI PO3MIPHOCTI JaHi TpHUBIaIbHI MiAXOAW BUMAraroTh Be-
JIMKOT KUIBKOCTI 00YHCIIEHb, TOMY BUKOPHCTOBYIOTHCS Oaii€CiBChKI, TPaiEHTHI Ta I'eHe-
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TUYHI aNTOPUTMH. 3 ONTHMI3aLifHIX aJTOPUTMIB OLIHKH TilleprapaMeTpiB HEHPOHHUX
MEpexk OCOOJMBY YBary CIii MPUAUTUTH CTpATerii eBONIOMINHOI amanTallii Ha OCHOBI
koBapiaritinoi Mmatpuii [3—8]. OcHoBHa inesst CMA-ES-ctparerii nonsrae y Budopi Ho-
BHX OCOOMH y TCHETHYHOMY alTOPUTMi Ha OCHOBI JESIKOTO 0a30BOTO pO3MonaiTy (3a3Bu-
Jaif HOpMaJBHOTO 3aKoHy po3moairy N(a,X) mpu cepefHbOMYy 3HAaYCHHI @), AUCHEp-

cii ¥ SKOro OHOBIIIOETHCS Ha KOXKHIiM iTepauii (ernoci) Ha OCHOBI HOBHX OOYHMCICHUX
0COOMH 3 HAHONTHMAJIBHIIIMMHU 3HAYSHHSIMH Ha OCHOBI KPHUTEPitO SKOCTI (2) YM TOYHO-
CTi HeHPOHHOT MepeXXi I ONTHMI3aIlii TimeprapaMeTpiB HEHPOHHUX MEPEK.

Anroputm CMA-ES abo #oro po3mmpeHHs MOXXyTh BHKOPHCTOBYBATHUCS SIK IS
3a7a4l ONTUMI3alii mapaMeTpiB CHCTEMU CTOXaCTUYHHX AW(epeHIiaTbHUX piBHAHB (1),
TaK 1 UL MOIIYKY ONTHMAIbHUX TileprapaMmeTpiB HelipoHHUX Mepex. OCHOBHHIA He-
noiik agroputMy CMA-ES — oaHomikoBicTh 6a30BOT0 pO3MOILTY Ta, SIK HACKIIOK, Be-
JIMKa JUCTIEpCis TIPU OILHII nmapamerpiB. [laHy npobieMy MOXHA MPOUTIOCTPYBaTH Ha-
CTYIHUM IIPOCTUM HPHUKIAI0M 0araTorikoBoi QyHKmii:

sin(Zi x)
Z?:l Xi2

, (4)

fri(x) =

ne X=(%, .., X;) € R". Ha puc. 1 306paxeno dyukuito f(x) (4) y nsoBumipromMy

mpocTopi, T06T0 mpu N=2 mis X e[-20, 20]2.Hpo6neMa BUKOPHCTaHHS €BOJIO-

LHiHHUX Y TEHETUYHUX aJTOPUTMIB, 30KpeMa, MOJISrae y BU3HAUCHHI PErioHy, B sIKO-
My 3HaXOJHUThCS IIyKaHUH MakcMMyM 4M MiHiMyMm. Kpim Toro, Ha ocHOBI meromy
CMA-ES xoBapianiiiHa MaTpuis IpH HEBIAJIOMYy MOYaTKOBOMY 3Ha4deHHI He Oyne
30iraTucs 31 3Ha4EHHSIM, SIKE JO3BOJISIIO O KOHIIEHTPYBATHCS HAaBKOJIO ONTUMAaILHOTO
3Ha4YeHHs QyHKUIi (4).

Puc. 1

Sk 3a3Havanocs BUIIE, y JaHid poOOTi MpoaHali3oBaHi ACsKi KJIaCHYHI TeHETUYHI
anroputMu Ta postmpennii CMA-ES-anropurm [32]. OCHOBHOIO HOBH3HOIO IaHOTO
ANTOPUTMY € 3aMiHa OJHOBIKOBHX Kiacn4HUX po3noninie CMA-ES Ha cywmimi po3mo-
ITiB 3 HeBM3HAa4eHUMH KoedimieHTamu. B poboTi [32] HaBeneHO MOKPOKOBY pealiza-
uito CMA-ES-anropurmy, npuuoMy OIiHKY ITapaMeTpiB HOPMaJIbHOI CyMillli IPOTIOHY-
€TBHCS OLIHIOBATH, BUKOpHCTOBYI0uM EM-anropurm.
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AmHaJi3 Ha ocHOBi MeTony MonTe—Kapio

PosrasHemMo aHanmi3 AEKIIBKOX KIACHYHHMX €BOJIOIIHHUX aJTOPHUTMIB MONIYKY
ONTUMATHLHOTO 3HAYCHHS IJIS BiMOMUX (QYHKIIIH 1 MOPIBHAEMO OTpUMaHI pe3yJIbTaTH
3 BIAMOBITHUMU pe3ynbTaTaMu st po3mmpenoro anroputmy CMA-ES, ommcanoro
BuIle. SIK KIIACUYHI alrTOPUTMU BUKOPHCTOBYBAaTUMEMO METACBPUCTUYHI alITOPUTMHU
onTuMizaii.

e ALO (Ant Lion Optimization) — 1e MeTacBPUCTUYHUII aNrOpPUTM, IO IMITyE
MEXaHi3M ITOJTIOBAaHHs MYpaIIMHUX JICBIB Y IPUPOAi. BiH Mae ’ATh OCHOBHHX TIPOIIECIB
MOJIIOBaHHS Ha 3400WY: YCTaHOBKA MACTOK, JIOBJS MYypax, OYiKyBaHHs, BHUSBJICHHS
Ta 3aTpUMaHHs 310014i. Matemaruana moaeiab ALO BkiIroYae Taki KpOKH: iHiIliami-
3amis, ¢asa pyxy, Gasa oHoBieHHS, 3aBepuieHHs [33]. Pyx MypaninHux jeBiB Moje-
JOETHCS PIBHAHHIM

t+1 _ b rand() t
X5 =X, g% Coest, j =X, ),
B
ne Xit’ j — MHOIOXKCHHS |-r0 MypAlIMHOIO JeBa B -My BUMIpi B MOMEHT w4acy t,
Xpest, j — HalKpalla NO3HLis POKO B j -my Bumipi, Dj j — AlarasoH j -ro BUMIpY,

rand() — Bumazakose uucio Big 0 10 1. ANropuT™ MOBTOPIOETHCS AOTH, IOKH He Oy/ie

BUKOHAHO KPUTEPIi 3yIMHHKH.

e ABCO (Artificial Bee Colony Optimization) — anroput™, 3acHOBaHHMil Ha MOBe-
JIHIII MEIOHOCHUX OJKiJ, SKi IIYKAIOTh JKEpeso 1Ki Ta MOBIIOMIIIOTH Mpo ii Micte-
3HAXODKEHHS 1HIIUM OIKOJIaM. AJITOPUTM BHKOPUCTOBYE HAOIp MpaBWII ISl MOAEIIO-
BaHHS MTOBEIHKA MEIOHOCHUX OJUKiN. Mozenb ckilagaeTbes 3 TPhOX OCHOBHUX KOMIIO-
HEHTIB: 3alHATHX, 0e3p0o0iTHUX OPKUI-TOYBaIBHHUL Ta jkepen Dki [34]. Anroputm
ABCO Bkitovae Taki eramd: iHimiamizaimis, ¢asza mpaleBIalITyBaHHA OKUL, Qa3za
O/pKin-crioctepiradis, (asa OKUI-pO3BITHMKIB, 3aBepIIeHHS. biykona OHOBIIOE CBiit
CTaH HA OCHOBI PIBHAHHS

t+1 t t t
X5 =X+ < O, Xk, ),
ze Xit, j — monoxeHHs |- OuKonM-TIsAa4a B | -My BUMIPI B MOMEHT 4acy t, jj

BHUITaJKOBE yucio Mk — 111, a Xﬁ, j — TOJIOKCHHS BUIAKOBO BHOpPAHOi OJKOJIH, 1110
TpAIioe, BiIMIHHOL BiX I, B | -My BHMIipi B MOMEHT 4acy t. AJropurtm 3aBepIiye po-
00Ty TIp¥ BUKOHAHHI KPUTEPit0 3yMHHKH, HANPUKIAI, TIPU TOCSITHEHHI MaKCUMAaJIbHOT
KIUTBKOCTI iTeparlii a00 MOMyKY 3aI0BIJIbHOTO PillIeHHS.

e GA (Genetic Algorithm) — anroputm, 3acHOBaHHIA Ha TIPUHIUIIAX TCHETUKH Ta
€BOJTIOIII1, BUKOPUCTOBYE Habip MpaBWII IJISI MOJETIOBAHHS TPOIIECY MPUPOIHOTO BiJl-
Oopy, KW MATPUMYE TOMYJIAMII0 MOTEHIIIHHUX PillleHb (OKpeMUX OCOOWH) Ta PO3BH-
Ba€ iX MPOTATOM MOKONiHB. Onieparopu BidOpy, CXpelryBaHHs Ta MyTallil BAKOPUCTO-
BYIOTBCSI JUIsl BIATBOPEHHS Ta T€HETUYHOrO PO3MaiTTa momyJssiuii P, 1o ckiagaerses
3 N 0co0uH, KOKHa 3 SKUX € TOTCHIIHHAM pO3B’sA3KOM 3amadi ontuMizamii. Hacemen-
HS MOXKHA YSBUTH K P = {Xl, X9, ooy XN } -[IPE/CTABICHHS X; 0COOU B MOIyJNALii, 110

4acTo KOAYEThCS SIK XpoMmocoma. Hamami ocoOMHM BiIOMPAIOTHCS Ui BIATBOPEHHS 3
ypaxyBaHHSM IX MOKa3HHUKIB NPUCTOCOBAHOCTI, 1 aJITOPUTM MMOBTOPIOETHCS JAOTHU, TOKU
He Oyjie BUKOHAHO KpHTepiit 3ynuuku [35].

e PSO (Particle Swarm Optimization) — 1e ajxroput™ poMoOBOIo iHTENEKTY, AKUI
MOJIETIIOE COI[aIbHY TOBEIIHKY 3rpai NTaxXiB Yu 3rpaiiHOT pudu. AJITOPUTM MOYNHAETH-
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¢ 13 CYKYITHOCTI YaCTHHOK, 1 KOKHA YaCTHHKA — I MMOTSHI[IHHUIA pPO3BA30K IPoOIeMHu
onTuMizallii. YaCTHHKHA PyXaloThCsA Yepe3 MPOCTIp TOIIYKY 3aJIeXKHO BijJ BJIIACHOTO
Kpalloro CTaHOBHIA 1 KPAIOro CTaHOBUIA POI0. AJITOPUTM Ma€ TaKy MaTeMaTH4HY
MOJIeNb: iHiIiami3aris, oIiHKa, OHOBJICHHS IIBUAKOCTi, OHOBJICHHS ITO3HIIii, 3aBEPIICH-
Hs. OHOBIICHHSI IIBUJIKOCTI MOJICITIOETHCS PIBHSHHSIM

t+1

Vit =wx v |+ xrand () x (pbest; ; - ;) +C, xrand()x (gbest; —x{ ),

ne vit’ j — LIBHIKICTH i -1 yacTku B | -My BUMIipi B MOMeHT vacy t, W — iHepuiiiHa
Bara, C; i C; — koedimienTn npuckopenns, rand() — Bumagkose dncio Big 0 1o 1,
pbest; ; — maiikpame monoxeHHs i-i wactku y j-my BuMmipi, a gbest; — naii-
Kpalla Mo3uilisi PO B | -My BHMIpi. ANTOPUTM 3aBepluye poOOTYy MpU BHKOHAHHI
KpUTepito 3ynuHKH [36].

e CMA-ES — anroput™m 3 0cOONMHMBHM BHIIOM CTpaTerii YHCENHLHOI ONTHMI3allii,
10 HAJIEXKHUTh N0 ciMelicTBa crpateriid esomowii (ES). Ile cToxacTUUHUN aaroputM
onrTuMizarii 6e3 MoXiTHUX, KUK NTUPOKO 3aCTOCOBYETHLCS 10 HEOMYyKJIMX 1 HEHIHHUX
3aBJIaHb ONITHMI3allii, 0COOIMBO y Oe3repepBHil ramy3i. AJITOPUTM Ma€ TaKy MaTeMaTHIHY
MOJIeNIh: IHIIiami3allis; oIiHKa pilieHb; BUOIp pillleHb-KaHAWIATIB; aJanTaiis KoBapia-
LiffHOT MaTpuIli OOpaHUX pilleHb-KAHIUAATIB; TCHEPALlis HOBUX pPilllcHb-KAHIHIATIB,
0 TCHEPYIOThCS 3 aIalTOBAHOTO MONTYKOBOTO po3moAiny; 3aBepieHHs [37]. IIporec
ajanTarii MOJICTIETHCS PIBHIHHIM

C = (10—, )C" +epx pe x (v =)y =) T+ x XLyl (v - -39

ne Ct — KoBapialiiiHa MaTpHLi B MOMEHT 4acy t, € 1 C, — IUBHMIKICTb HABYAHHS,

t

Pc — TapaMeTp OHOBJIEHHs NEPIIOTO PaHTy, Y -— HaWKpamui KaHIuIaT y MOMEHT
qacy t, Vt — CepellHe 3HAUCHHS BUOpAHMX PIlICHb-KAHIUAATIB Y MOMEHT Yacy t,
. — KIJBKICTh OOpaHMX PIillICHb-KaHIUAATIB, Wit — Bara i -ro oOpaHOro KaHauIaTa

B MOMEHT yacy 1.

OcHoBna BigMmiHHicTs Mk anmropurmamu ALO, ABCO, GA, PSO ta CMA-ES
MOJISITa€ B TOMY, SIK BOHH MOJIEIOIOTh TOBEMIHKY TBapWH ab0 MPHPOJHI MPOIECH Ta
CITOCOOM TMONIYKY ONTUMabHOTO pimeHHs. [lle ogHa BiAMIHHICT MOMSITa€ B TOMY, IO
y PSO Hemae reHeTHMYHUX OIEPATOpIB, TAKUX SK CXPEIIyBaHHS Ta MYyTallis, HasBHHX
y GA ta CMA-ES. KoxeH anroput™ Mae cBOi CHIIBHI 1 ciaOKi cTopoHH, 1 BUOIp anro-
PHUTMY 3QJICKUTD BiJl KOHKPETHOI 3a/1adi onTuMizaii.

st aranizy Bukopucraemo Metoq MonTte—Kapio 3 | = 10* CUMYIIALISIMHA JTSI Ha-
crynHux ¢yHkuii [38]:

fr2(X) =100(x, —x{)? +(1-%)?, x € R?,

fra00 = 3, (10006 — )2 ~@-x)2), xeR",
i=1

Fra (0= 1) (G00) +h0x) + () + (L1055 +
+10001 5.1 (9(X2) +h(x) + j(xp)), x e R?,

ae | ™ — inguKarop nodii A, MHOXMHM A; Ta Ay 3a1a10ThCs CMiBBiTHOLICHHIM
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A ={o,2{i}—o,5< X; <0,2{i}+0,5},
0,2 0,2

¢ynkuii g, h, j BU3HA4YaIOTHCS CIiBBIIHOMICHHIMHI

9(%) =0.150, 2{&} 009" '{Ho}
02 [
h(x;) = 0,15(0,2{%}0, 05)%1 {[ " }0}' 104) = X‘Z'{Xi}o}'
0.2 0,2

20 -
fr5(X) = 20 (Yt — X — X201 — X5043)°,
=1

ae Vi, Oy, Opp, O3 — (iHAHCOBI MOKA3HUKHM, PO3MIAHYTI B [37],

T
fre(x) = Zl {1yt 10g(F (%, b)) + (1~ y;) log(L— F (%, b))},
t=

ne F (%, b) Bu3Hawae emmipudHy QYHKIIIO PO3MOIINY, IO 3aJCKHUTH BiJl HEBiZOMOTO

napamerpa b e {0, 1},

fry(x) = 21 (2y; ~1)sgn(xb).
t=

OCHOBHUM IOKa3HUKOM ILIBHJIKOJII QJITOPUTMY Y JaHOMY JOCIHIIKEHH] Oyne Kijib-
KicTh 3BepHEHb 10 (GyHKMHII, M1t Kol mykaemo makcumym. Hamami CMAL, CMA2,
CMAS5, CMA10 — pesynbrati i posmmpenoro CMA-ES-anroputmy 3 1, 2, 5 ta 10
IiKaMH BiMIOBIHO.

IIpoBenemo cmouaTky aHami3 QyHKIii (4), mepeBarorm AOCTIIHKEHHS SKOi € 3a-
JNIeXKHICTh Bi PO3MIPHOCTI MPOCTOPY MOLIYKY ONTHMAIbHOTO 3HaueHHs X< R".
3rajaHi BUIlle T'€HETHYHI aJrOPUTMHU MPOrPaMHO peani3oBaHi 3a JOIMOMOI'OI0 MOBH
Python 3 Bukopuctanusam moxyiss CMA. Pe3ynbraTu MOJIEIOBaHHS HA OCHOBI METOY
Monre—Kapno naBeneHo Ha puc. 2. SIk BUIHO 3 puc. 2, 3 POCTOM KUIBKOCTI HIiKIB AJIs
posmmpenoro CMA-ES-anroput™my KinbKicTh 3BEpHEHb 10 WinboBOi (yHKmii frq

i MiHIMaJbpbHa KUIBKICTH 3BEpHEHBb NPH BCiX 3HAYECHHSIX PO3MIpHOCTI IpocTopy N
quist 5 ta 10 mikiB y posmupenomy CMA-ES-anropurmi cnanators. Kpim toro, mis
MaJoi po3MipHOCTI N BUOIp BENMKOT KIIBKOCTI HiKiB HEJOUIIBHUMH.

CepenHi 3HaueHHs KiIBKOCTI 3BepHeHb 10 QyHKiii frq i3 cepeaHbOKBagpaTHYHUMU

BIIXWICHHAMH (B OyXKax) mpu | = 104 CUMYJIAIIA HaBemeHi B Tabi. 1, 3 K01 BUAHO, IO
CepeHbOKBAIPATUYHE BiAXWICHHS 3Ha4HO HIbkue niusi CMAS ta CMA10 mis Be-
JINKUX 3HAYCeHb PO3MIPHOCTI N, 1€ MiATBEPKYE €PEKTUBHICTh PO3MIUPEHOTO aJT0-
pUTMY.

IMpoanamizyemMo TakoX BigNOBiAHI 3HaUeHHS QYHKIIH fr, — fr7, mpencraBmennx

y Tabn. 2 (cepenHi 3HaYEHHs KiNbKOCTi 3BepHeHb N0 (yHkuiit fr, — fr; 3 cepennpo-

KBaJpaTHIHUMH BiIXMJICHHAMH (B My’KKax) mpu | =10* cumyisiwiit). STk 6aunmo, 36epi-
raeTbcsi TEHICHIsI BUOOPY KinbKoCTi MiKiB it posumpenoro CMA-ES-anroputmy;
JIs 3a7a9 OibIIoi pOo3MIpHOCTI KiIBKICTh IMiKiB MOBWHHA OyTH Oubmioro. Jlani Biac-
THBOCTi CBiUaTh MPO iCHYBAHHS B3a€MO3AJIKHOCTI MK PO3MIPHICTIO IMOYaTKOBOI
3a1a4i Ta KiJIbKiCTIO BUOpaHUX ITiKiB.
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10°

10*

KinekicTe 3BepHeHb 0o OyHKLT le(X)

S g m e

e ALO
= == ABCO
0 s
s CMAT
CMA2
:z: CMAS
CMA10
1D‘] 1 | | 1 | 1 | | I
0 10 20 30 40 50 60 70 80 90 100
PoamipHicTs npocTopy, N
Puc. 2
Tabmvus 1
n ALO ABCO GA PSO CMAL CMA2 CMAS5 CMA10
1 653,29 17760,57 11053,35 5670 253,434 97,85 46,9 317,69
(40,29) (4,86) (407,69) (289,13) (23) (28,4) (31,9) (54,1)
2 801,12 17770,57 18812,8 10260 255,714 98,28 27,5 420,36
(4355) | (17457) | (3558,68) | (2740,64) | (23,05) (35,1) (33,7) (61,9)
3 676,17 18711,64 29092,2 12445,0 390,201 135,15 106,77 294,2
(44,08) (425,82) | (10125,89) | (4250,23) (31,48) (38,4) (40,9) (72,3)
4 788,62 19875,02 | 21582,25 15577,5 545,424 196,57 50,47 588,93
(48,28) | (54851) | (6503,63) | (5007,7) (64,09) (52,4) (51,8) (73.4)
5 895,02 21724,72 23019,37 16417,5 735,248 280,97 227,32 535,98
(54,92) | (1064,06) | (7686,432) | (5594,08) | (218,27) (73,6) (84,3) (93,6)
10 1398,5 30484,31 16607,22 17452,5 3099,11 1783,78 956,94 759,67
(152,4) | (7233,62) | (4432,16) | (8794,08) (575,27) (129,9) (145,7) (98,4)
15 1775,5 29811,17 14805,83 17740,0 6035,376 2697,28 716,63 714,67
(403,29) | (9955,86) | (4016,91) | (8116,33) | (878,96) (154,5) (184,1) | (129,3)
20 2004 28858,22 14930,58 18782,5 9791,484 3449,49 1614,28 | 1036,53
(611,56) | (5285,7) (4204,75) | (6876,74) | (1542,77) (430,87) (287,5) (256,8)
50 2400,5 30397,71 11687,08 20420,0 56514,825 38626,37 9267,20 807,64
(705,3) | (8156,89) | (1231,79) (8866) | (12220,98) | (1002,4) | (503.4) | (3837)
100 | 3000,8 31289,91 11083,29 19605 173977,32 | 96187,69 | 36216,10 | 1072,23
(806,23) | (9665,79) (608,27) (9676,14) | (76227,7) (1985,4) (1498,1) (789,3)
Tabmvms 2
f ALO ABCO GA PSO CMA1 CMA2 CMA5 CMAL10
fro 1053,2 26868,59 16740,95 11557,5 587,4 478,1 543,1 567,4
(321,24) | (9304,66) | (5551,51) (4412,91) | (87,9) (83,1) (93,4) (132,1)
frs 2014,3 22473,09 27562,27 14448,25 11933,4 8560,23 | 7934,23 | 9678
(615,24) | (4393,99) | (13830,33) | (6771,35) | (148,07) | (200,2) | (200,2) | (298,45)
fra 749,875 | 17802,31 12287,37 7875,25 135,73 111,34 189,86 231,81
(57) (5,74) (740,11) (1620,49) | (32,44) (43,12) (86,31) (92,84)
frs 1290,7 38657,57 25345,70 11658,5 519,49 456,11 387,83 322,4
(462,86) | (7813,46) | (8129,27) | (4513,03) | (42,84) | (4429) | (51.7) (53,11)
fre 575 17850,4 10729 5500 20,46 24,19 20,32 19,28
(3,78) (3,52) (4,56) (7,95) (12,63) (22,84) (13,65) (14,56)
frs 575 17850,6 24631,14 5500 20,79 21,75 19,4 18,32
2,1 (4,22) (7196,34) | (9,67) (12,83) | (18,12) | (22,31) | (25.63)
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BucHoBok

IIpoBeneHo MOPIBHIILHUHN aHai3 METaeBPUCTHYHUX AJITOPUTMIB ONTHMI3allii OIri-
HKU MapaMeTpiB CKIAJHUX CHCTEM. 3alpOIIOHOBAHO PO3IIMPEHHUNA alrOPUTM CTPATETil
€BOJIIOIIHOT afanTaiii Ha OCHOBI KOBapialiifHOT MaTpHINl ISl OLIHKH IapaMeTpiB
ckiaanaux cucreMm. Posmupenuit CMA-ES 6a3yerbess Ha OCHOBI BUKOPHUCTaHHS CyMi-
el po3MOALTiB 3 HEBU3HAUYEHOIO BEIMYMHOIO PO3MIPHOCTI CyMimIi Ta 3 BiioMHUM 6a3o-
BHUM po3moAioM. JJoCTiIKEeHHs TOKa3yIOTh, IO 3 POCTOM KUTBKOCTI MIKiB JJIS PO3IIU-
peroro CMA-ES-anroputMy KilbKICTh 3BEPHEHBb 10 IiIBOBOI (DYHKINI cramae, mio
1 miaTBEepKYE SPEKTHBHICTH 3allPOIOHOBAaHOTO po3imupeHoro aaroputmy CMA-ES.
OpHak A Maioi po3MipHOCTI N BUOIp BEMUKOI KiMBKOCTI MiKiB HemouinbHud. [laHi
BJIACTHBOCTI CBIAYATh MPO iICHYBaHHS B3a€EMO3AJIEKHOCTI MIXK PO3MIPHICTIO TI0YaTKOBOT
3aa4i Ta KUTBKICTIO BUOpAaHUX IIKiB.

Y. Litvinchuk

ON A GENERALIZATION OF EVOLUTIONARY
ALGORITHMS

Yuliia Litvinchuk

Yuriy Fedkovych Chernivtsi National University
orcid id: 0000-0002-5277-0109
julilitvintchuk@gmail.com

In the real world, there are many optimization scenarios with a large number of
constraints and objective functions that are discontinuous, nonlinear, nonconvex,
and multimodal in nature. In addition, optimization problems are multidimen-
sional with mixed variable types such as integer, real, discrete, binary, and have
a different range of values, which requires normalization. Therefore, the prob-
lem search space may not always be smooth. Thus, evolutionary algorithms be-
gan to be used and developed in computational processes and solving complex
engineering tasks, as well as in artificial intelligence methods. The proposed
work considers a set of methods for estimating the optimal parameters of train-
ing functions using evolutionary and genetic search algorithms in comparison
with the extended CMA-ES algorithm. The metaheuristic optimization algo-
rithms ALO, ABCO, GA, PSO and classical CMA-ES, which are based on the
behavior of living organisms in real natural environments, are analyzed. The
Monte Carlo method was used for the analysis, which makes it possible to draw
conclusions about the distribution of the number of calculations of the objective
function. The work also proposes an extension of the CMA-ES algorithm using
mixtures of normal distributions with an undefined dimension of the mixture and
with a known base distribution for estimating optimal values of known test func-
tions. The developed algorithm is built according to the assumption of mul-
tipeaked distribution of parameters of complex systems, including hyperparame-
ters of neural networks and parameters of stochastic differential equations. Re-
search shows that with the increase in the number of peaks for the extended
CMA-ES algorithm, the number of calls to the objective function decreases and
thus confirms the effectiveness of the proposed extended CMA-ES algorithm.
However, for low dimensionality, n choosing a large number of peaks is im-
practical. These properties suggest the existence of interdependence between the
dimension of the initial problem and the number of selected peaks.

Keywords: mixture distribution, hyperparameters optimization, genetic algorithms,
CMA-ES algorithm, Monte—Carlo method, stochastic differential equations.
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