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3i 3pocTaHHsIM 00’ €MIB JaHUX A1 OOPOOKH Ta 3 YCKJIAHEHHSIM 3a/1a4 3 00poOKH
JTAHUX HAYKOBIII Ta CMICIHATICTH 3 IHAYCTPil HOCTYMAIOTHCS CKIIAIAHICTIO Ta IIBU-
KicTIo Mozenelt mTyyHnx HelpoHHUX Mepex (LLIHM) Ha KopuCTh moKpammeHHs ix
aNpOKCUMYIOUUX 37aTHOCTe!. [TiIBUIIEHHS CKJIaIHOCTI MOZIEIIeH, 30KkpeMa 30116~
IIeHHS IMOWHM Ta KiNBKOCTI MIapiB, MPU3BOIUTH 10 HeOaKaHUX e(eKTiB, TaKUX
SIK 3HHMKaiodi Ta BuOyxatoui rpamientn. Komepuiitai mogeni IIIHM gacto BHKO-
PHCTOBYIOTH KyCKOBO-JIIHIHHI akTuBamiiHi ¢yHknii Ty ReLU s yHuKHEHHS
00YHCITIOBAIBHUX CKJIAIHOIIIIB Ta MPUCKOPCHHS HABYaHHS. X09a KYCKOBO-JIiHiHI
aKTHBaIiifHI QYHKIIT 1 JoKa3aau eeKTHBHICTh y KOMEPIIIMHUX MOJEIAX Ha MPH-
knani sroptroBux monenei (Convolutional Neural Networks — CNN), st kina-
cudikauii 300paxkeHb BOHH, SIK MPaBHIIO, MAIOTh (ikcoBaHy (opMy, 10 0OMEKye
3[aTHICTH MOJEINI O ONTHMi3alii Ta aJanTyBaHHSA IO MOTOYHOI 3amadi. 3ampo-
MOHOBAHO aJaNTHBHY KyCKOBO-JIIHIHHY akTuBauiiHy ¢yHkmito (Adaptive Piece-
Wise Activation — APWA) sik ananTuBHY aJIbTepHATUBY IJIs1 (PIKCOBAaHUX KYCKO-
BO-JiHIHHKUX akTuBaliil. OcHOBOI0 APWA-(yHKIIIT € aganTHBHE HEWiTKE IIEPETBO-
PEHHS BXiJIHOTO CHTHAITY, peaii3oBaHe MHOXUHOIO (YHKIIiH HaJeXHOCTI 3 aja-
NTUBHUMH MApaMeTpaMHM MiJCUICHHs BHXiJHOTO CHTHay. SIK i KyCKOBO-JIiHiHHI
akTuBaliitHi QyHkmii, APWA mnoz6aBieHa edekTiB BHOyXaro4oro Ta 3HHKAIOYO-
O IPaJi€HTIB, @ TAKOX BITHOCHO IIPOCTa B OOYMCIICHHI, 10 3MEHIIY€E TPHBAIIICTh
HaBUAHHS Ta CIPHSE NPSIMOMY HOIIMPEHHIO B Mepekax 3 HeWpoOHAMU Ha OCHOBI
APWA. Iloka3zaHo e(eKTUBHICTS HEHPOHIB Ta Mozesneit Ha ocHOBi APWA Ha mpu-
KJIazi ABOX PI3HMX HAaOOpIB NaHUX JuIs Kiachdikamii 300paxeHb, a TAKOXK JBOX
Mojesielt pi3Horo piBHsI ckiagHocti. Mozaeni 3 APWA anantyiots GpopMy akTuBa-
uiitanx QyHKUiH y mponeci HaB4aHHs, IO TOKpPAIIy€e TOYHICTh KiIacudikamii mo-
PIBHSIHO 3 6a30BUMHU MOJEISIMH, SIKi HE € aJJaNTHBHUMH.

KurouoBi ciioBa: Mozens HeHpOHHOT MepeiKi, aJanTHBHE HEUiTKE IePEeTBOPEHHS,
aKTHBaIliifHa QyHKIIIs.
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Beryn

3naTHiCTh 0 HAaBYaHHS Ha OCHOBI IaHUX y KOMOIHAIIIT 3 BJIACTUBOCTSIMHU yHIBEpCaIIb-
HOI anpoKcuMalii CpHsiia MUPOKOMY NOIMMPEHHIO IITYYHUX HeHpoHHNX Mepex (LITHM)
y cydacHHX cucteMax 00poOku iHpopmariii [|l]]. OcHoBoro moyarkoBux mozenei [IIHM e
enemeHTapHuii nepcentpon @. Pozen6mara [2], ge BIacTHBOCTI YHIBEPCATBHOTO alipOKCH-
Maropa 3a0e3MeUyIOThCs CYIEePIIO3UIIIEI0 CHTMOITaTbHAX aKTHBAiHNX QyHKIIH [3, 4],
IO CTOSATh Ha BUXOZI KOKHOTO 3 HeliponiB Moxeni. [mmboki HeiponHi Mepexi (Deep
Neural Networks — DNNSs) po3po0ueni Ha ocHOBI izxeit Tpaauuiitnux [IIHM, ane amnpo-
KCHMAIIiiHI 31aTHOCTI IIMOOKUX MEPEeX PO3MIMPEHi NIISIXOM YCKIIaHEHHS apXiTeKTypH
Mepexi Ta 30UIBIICHHS KUTPKOCTI IIapiB i, BiANOBITHO, HAJAMTOBHUX MapamerpiB [5].
301bIIIEHHS KUTBKOCTI IIApiB Ta apaMeTpiB MEpekKi MPU3BOIUTH 10 3HAUHUX OOUMCITIO-
BaibHUX TpynHouIiB B DNN, a came, e(hekTiB 3HAKAIOUOTO Ta BUOYXaKOUOro IPaJi€HTIB,
SIKI CIIOBUIBHIOIOTH NPOLIEC HABYAHHS Ta, B KpalHIX BHUIAAKaX, NPU3BOAATH JIO Iepenya-
CHOI 3yNIMHKH IPOTPECy B Mpolieci HaBdaHH:. [ MogonaHHs nux mpooieM HOBITHI TITH-
60xki mozeni, Taki sk GPT-3 [6] Ta CoAtNet [[/], BHKOPHCTOBYIOTh HA/UIMIIKOBI 3B’ S3KH,
CKJIaJIHI MEXaHI3MHM yBaru, a TAaKOX JIIHIMHI Ta BUNPSAMILIOU] akTUBaLiitHi (QyHKIIT 3 1m0-
KpalleHUMH BIACTHBOCTSMH MPSMOTO HOIMIUPEHHS iH(OopMarii.

CurmoinanpHi QyHKII{ 9acTO 3aMiHIOIOThCS Ha KYCKOBO-3aaHi JIiHIHI aKTHBAIliiHI
GyHKIT U1 ToA0IaHHs 00urcaroBanbHEX ckiaaHoIniB B DNN. KyckoBo-3anani pyHKIIii,
Taxi sIK BUITpsMIIeHHH JiHiHHMA By30i1 (ReLU) [8] Ta fioro Moxudikariii, He TpU3BOJISATH 10
e(heKTiB 3HUKAIOYOro Ta BHOYXalOdoro rpaJicHTIB Yyepe3 BIACTHBOCTI IX MOXiTHUX (QyH-
kmid. OJHOYACHO TaKi KyCKOBO-3a/JaHi akTHBaIiiiHiI (yHKIIi HE 3aJOBOJBHIIOTE YMOBH
teopemu Jx. Llubenko [3], mo dakTy BTiIrOI04M KyCKOBO-JIIHIHHY apOKCHMAIIi0 3 00Me-
JKEHOIO TOYHICTIO, & JOCSTHEHHS 0a)kaHOl SKOCTI Mojieli noTpeOye 301IbIIeHHS 3araib-
HOI KUTBKOCTI IIapiB, HEHPOHIB Ta HAJAIITOBHUX IMapaMeTpiB. Sk anpTepHATHBA MOKITHBE
301TBIIICHHS AaPOKCHMAIIIHHOI 31aTHOCTI MepeXi MIITXOM 3aMiHM ICHYIOUMX aKTHBALliii-
HUX (PyHKIIIH TAKUMHU, 110 31aTHI aJ]aTYBaTHCh JI0 33]1a4i Ta 3MIHIOBATH (OPMY B IIpoOIIeci
HaBYaHHS MOAIOHO 10 CHHANITHYHUX Bar.

BonmHowac He#poHM 3 TOABIMHUM HEYITKAM IEepeTBOpEHHAM [9] MaroTh BiTHOCHO
CKJIaZIHy CTPYKTYpY, 10 BUMarae J0JaTKOBUX OOYMCIIEHb Ta CHOBUILHIOE POLIEC HAaBYA-
HHsI. TakM YMHOM, € CEHC 3BEPHYTHUCH 0 OUIBII MIPOCTHUX CTPYKTYP.

Mertoro TOCTiIKSHHS € po3po0Ka aJanTHBHOI aKTHUBAIiiHOT (DYHKIIIi Ha OCHOBI HEi-
TKOTO IIEPETBOPEHHS, 110 301IBIIIy€ aIPOKCUMAIIHHY 31aTHICTh MEPEKi MOPIBHIHO 3 QyH-
kuismu tiy ReLU, ane mae GUIbII IpoCTy CTPYKTYPY HIOJO HOABIHHOTO HEWITKOTO Iie-
PETBOPEHHSL.

VY naniif poOOTi MPOMOHYEMO aJanTHBHY KYyCKOBO-33JIaHy aKTHBAIIMHY (YHKIIIO
(Adaptive Piece-Wise Activation — APWA) sk amanTuBHY 3aMmiHy s (hiKCOBaHUX
KyCKOBO-33/IaHMX aKTHUBaliiHUX QyHKIIN. {15 OliHKYM e(eKTUBHOCTI HeHpoHiB 3 APWA
BHUKOPUCTOBYEMO icHyroui apxitektypu IIIHM, mopiaiotoun mepexi ReLU ta APWA
13 3amagaMu Kiacudikamii 300paskeHb.

1. llpuHumn podoTH, CTPYKTYpPa Ta npoluec HaBYaHHSA HeilipoHa 3 APWA

PoGota neiipona 3 APWA 3acHoBaHa Ha IPUHIUIT HEYITKOTO IIEPETBOPEHHS BX1THOTO
curHaiy. CTpyKTypa HelipoHa BKJIIOUA€ B ceOe By3/IM Ta HAIAIITOBHI ITapaMeTpH CTaHap-
THOTO HelpoHa Tuiry Adaline [[10], a Takox enement Heodassi Heiipona (NFN) [|11] sx
HeJliHIfHE TepeTBOPEHHs, 110 MA€ BIIHOCHO BUCOKY IIBUAKICTh, @ TAKOXK HPHUJIATHE JUIs
00poOKH iH(popMaIii B TOTOKOBOMY pexmmi [[12].

Heiipon 3 APWA mae msomaposy crpyktypy (puc. [Il). Tlepumii map mictuts Ha-
0ip HaJAIITOBHUX CHHALTHYHUX BAT W; = (Wjo, Wj1, - - - , Wjn), IO TIEPETBOPIOIOTH BEKTOP
BxigHux 3maueHs x(£) = (1,x1(f), ..., x,(#)T posmiprictio (n + 1) y BHyTpiuHiit curan
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axTuBaii z;(?):

z(t) = > _wiii(t) = w] x(0)

i=0
ne (n + 1) BinmoBizae po3MipHOCTI BXiJTHOTO BeKTOpa, j = 1,2,...,h — iHIEKC HepoHa
B IIapi Mepexi, i — KUTBKICTh HEWpOHIB y mapi, ¢ = 1,2,...,T — iHIEKC 4eproBOTO

€K3eMIUIIpa CUTHAIY B MTOTOIL BXiTHUX JAaHHUX, T — YHCIIO BXiTHUX CK3eMIULIPIB.

Puc. 1

Jpyruii map — HeniHiliHuA cuHaric APWA, 1110 BUKOHY€ HeUiTKe epeTBOPEHHS BHY-
TPIIIHBOTO CUTHAJTY aKkThBaii zj(f). Bin MicTuTh y c0o6i m QyHKuil HanexHocti gi(t) =

= (gj1(z(0), .-, gjm(ZJ(t)))T, BHXiJl IKHX MOMHOXYETbCA Ha 7 HATAIITOBHUX Bar u; =
= Uj1s- s u]-m)T Ta CKJIAIA€ThCS Y CUTHAI:
m
P = upgu(zi(0) = u} zi(0) (1)
k=1
a00 y craisipay popmy:

m n
50 = 060 = Y g (3 w0
k=1 =1
3 BIacTUBOCTEH HEUiTKOTO TIepeTBopeHHs [|1 3] BHIHO, IO Take IIepeTBOPEHHS T03BO-
JIsiE alPOKCHMYBATH ICHYFOYI aKTHBAIliiHI (yHKIIT 3arajbHOr0 MPU3HAYCHHS Ha 33/1aHO-
My IHTEPBali Zj yin < Zj(¢) < Zjmax 3 AOBUILHAM PiBHEM TOYHOCTI, & TAKOXK CHHTE3yBaTH
HOBI [IUITXOM HaJIAIITYBaHHS BEKTOpA Bar uj I onrtuMi3arii niapoBoi GyHKIIi J(7).
Sk HemiHiHI QyHKITIT HATEKHOCTI BUKOPHCTOBYEMO Ha0ip CTAaHAAPTHUX PIBHOMIPHO
PO3IOAITIEHUX TPUKYTHHUX (PyHKIIH Takoi hopmu:

%Gk GGk R , .
Cik—Cjj—1 Ae ZJ € I:cjskil’cjk] >
()= ) Gk TE Gkt TE . Lo
g]k(zf) Cj k+1Cjk A, 0 G € [C]k’ cj,k‘*'l] > @)
0, 2 € 1, G -

TaknuM 9HHOM, SKIIO CUTHAJI BHYTPIIIHBOI aKTHBAIil HAJIE)KUTH 10 IHTEPBAIY BH3HA-
uennst GyHkuii APWA z; nin < zi(f) < zjmax, T0 ¢j1 = Zjmin> Cjm = Zj,max, & TAKOK

_ GGk . :
Ac = 5> € Cj — LCHTP KOOP/MHAT I10 BXIJHOMY CUTHAILY QYHKLIT gj(Z)).

Ockinbku pynxuii vanesxusocti (2) peanisyrors piBHOMipHE PO36UTTS BXigHOTO TIPO-
CTOpY Ha IHTEpBaJIi BU3HAYEHHS, TOOTO JUIs Oy/b-IKHX CyCiIHIX (QyHKIIH AificHUM €

8ix-1z) + gik(zj) = gi(z) + g p+1(2j) = 1,

10 Hemiuiline nepersopenns ([I}) s zj(t) € [cjk, Cj,k+1] MOYKHA 3aITUCaTH
m
IO =Y upgi(0) = w0 + uj i1 g1 (Z(0) =
k=1
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_ Gkt~ Grtgrt |, (g — k) 50 _
Ac Ac

n
= Vjo k1 T Vi kkr1Z(0) = Vio k1 Vi1 kil § wjixi(0). 3)
i=0
3rizno 3 BupazoM (), B o11H MOMEHT yacy f aKTHBI3yIOThCS JTHIIIE JIBi CyciaHi ByHKIiT
HAJIIEKHOCTI: gjx(2j(?)) Ta gj 4+1(2j(F)), OTKeE, TUILKU 1Ba HAOOPH BAT™ U TA Uj j1| BIOBII-
HO, MOTPeOYIOTh HAaJalITYBaHHs. TakuM YMHOM, 3arajbHa CKIIHICTh MPOLeCy HaBYaHHS
HE 3aJISKUTh BiJ KIJIBKOCTI (QYHKIIH m, a MporopuiliHa 3Ha4eHHIO 72 + 3, 1e # BU3Haya-
€ThCS KUTBKICTIO BXiTHUX CHUTHANIB HeipoHa. Tpeba 3a3Ha4MTH, IO 3arajbHa KiIbKICTh
IapaMeTpiB eJIeMEHTapHOTO MTEPCENTPOHA CKIIaAae n+ 1, a 0TKe, BIIMIHHICTD y CKIIaIHO-
CT1 HaBYaHHsI MK TaKUM IIEPCENTPOHOM Ta HeHpoHOM 3 APWA He3HauHa.
Takum 4MHOM, 3B’SI30K MK BaraMu Ujk, Uj j+1 Ta Vjo k k+15V1 kk+1 CYCIIHIX QyHKLIA
BU3HAYA€THCS IPOCTUMH BHpa3aMu:

Ujk = Vo kktrl T CikVil k1
Uikl = Vo khtl T Cihr1 Vil kje+1-

PosrstHeMO Tiporiec HaBdaHHs HelipoHa 3 APWA Ha ocHOBI MiHIMI3aIlii TpaauIliiHOTO
JIOKAJIbHOTO KBaPATUIHOTO KPHUTEPIFO:

2
_ 20 — S 2 _ T _
J0 = 0,56 = 0,5(5/(0) = 50)* = 0,5 (30~ vjo ~vyiwlx() " =
= 0,5(5/(1) — vio - virz(0)> = 0,5 (3(0) — g (1))
=0,5(y(0) = vjo —viazi(0)” =0,5(y() —u; (1)) ,
ne y;(t) — etanonuuil curuai, £;(f) — pi3HULA MiXK €TAIOHOM Ta CUTHAJIOM Ha BUXO.I
HEUPOHA, & IHJAEKCH K, k + 1 3HAYCHD Vjg  f+1, Vj1 1 OMYIIEH] JUISL CTUCIIOCTI 3AIIHCY.
Baru u; neniniitnoro cunancy APWA B j-My HelpoHi MOXyTh OyTH HaJalITOBaHi 3a
TPaJi€EHTHOIO MPOLEAYPOIO:

wir(t) = u(t = 1) + LG Oz,
a00 y BeKTOpHIiH popmi:
(1) = (= 1)+ 80 (30~ ] (= Dgi(0)) g0,
ne i(t) — IapameTp IBUKOCTI HABYaHHS, gj(f) — BHXiA QYHKIIIT HaNIEKHOCTI HEHPOHA.

OOuucneHHsI MOXKYTh OyTH CIPOILEHI HIISXOM HaJallTyBaHHS Ha KOXXHOMY Kpolli ?
JIUIIE TAX CHHANITHYHUX Bar, KOTPi BiIIOBIAA0Th aKTUBHUM (PYHKIIISIM HAJIC)KHOCTI:

vjo(®) = vjo(t= 1)+ ) (50 = violt = 1) = vj1(t = Dz(0)) =
= vjo(t = 1)+ L)),
Vi (O = vir (1= 1)+ L0 (v() = vjolt = 1) = vt = Dzi(0)) Z(t) =
= v1(t = 1) + O 0z1(0).

J11s HanamTyBaHHsS CHHANITHYHKMX Bar Wj TIEPIIOro mapy HeHpoHa BUKOPHCTOBYEThCS
CTaHAapTHE JenbTa-npasuio [[14]:

wji(t) = wji(t = 1) + §(03;(Dxi ),

ne 8;(t) = Ej(t)(pj’-(zj(t)) = Lj(1)v;1(9), §;(f) — napameTp WBKMAKOCTI HABYAHHSI JULsl CHHAIITH-
YHUX Bar. Y BEKTOPHIN GopMi MaeMo

wi(?) = wi(t = 1) + L) () vj1 (Ox(). 4)
3 Bupazy (@]) BUIHO, IO JEJITa-IIOXMOKA JIHIMHO 3aJ€XXUTh BiJ ITOXMOKHA Ha BHXO.II
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HelpoHa, 10 JO3BOJISIE CIIPOCTUTH Ta IMPUCKOPUTH MPOIeC HaBYaHHS HelpoHiB 3 APWA
MTOPIBHAHO 3 €IEMEHTAapHUM IIEPCENTPOHOM 3 CUTMa-(yHKIIi€10.

2. baraTtomapoBuii mepcenTpoH Ha OCHOBI HelipoHiB 3 APWA

Po3misiHeMO 3araioM Ipolec HaBYaHHS Ha MPUKIIA/l TPUIIAPOBOT apXiTeKTypH IITY-
aHoOi HeliporHoi Mepesxi. Ha puc. f| imoctpyerses ii 3aransHa cTpykTypa.

1J~>§—\ = LE\ = L;—\ =

> (2 2] (2] D] |12
=S PR PR PR PR P Y

il l il A il Al

= ~ b~ N i~ jae)

> S BN EES

Puc. 2

Meperxa BKIIOUa€e B cede 1y = n BXOIIB, 11 HelipoHiB 3 APWA — y nepmmoMy npuxo-
BaHOMY IIapi, 7, — y APYroMy Ta n3 = h — y BuXigHOMY 11api. KoxxeH BXigHMIA elTeMeHT
npenctasnennit (n + 1) x 1-sextopom x(7) = (1,x1(2), ..., xi(2),.. . ,x,,(t))T, a BUXiaHMI
Ta eTaJOHHMIA cUrHaIu — /i X 1-Bekropamu J(f) = (j/l(t),jzz(t), i), - ,j/h(t))T Ta

T
W)= 10,200, .y, .., yp(®D) "
Sk ninboBa QyHKIIS BUKOPUCTOBYETHCS KPUTEPil

h h
N 2
T =Y (=05 (30— 3)".
J=1 J=1
OnrtuMizaris MUTBOBOI (QPYHKINT BiIOYBAETHCS NUIIXOM HANAIITYBAHHS CHHAITHYHIX
Bar wj[f] Ta vj[?lj], nep =0,1,1=1,2,3 — injekc wapy, #; — 4UCI0 HEHPOHIB y mapi /,
j=1,...,hj — iagekc HelipoHa B mapi, i = 0, 1, ..., n; — iHIEKC BXOIy HEHpOHA.
[Iporec HaBYaHHS 3aCHOBAHHWN Ha MPOLEAYPi 3BOPOTHOTO MOIIHUPEHHS MOMHIKH. Ha
BiZIMiHY BiJl CTaHIQPTHOI MPOLEAYPH JJIsI €JIEMEHTAPHOTO MEPCENTPOHa, HajlallTyBaHHS
HelipoHa 3 APWA Brutouae HanaliTyBaHHS lTapaMeTpiB akTuBaniiHoi gyHkuii. [1pore-
Iypa B 3araJlkHOMY BHIIaKy MOXe OyTH BH3HAYCHA SIK
aJ@)
UK
ey = lp — ol i
ijp = Wi - Wi (t—1)=-C (t)dw/[f] ,

[0~ I [1 __7
aviloy =W = vl — 1=t

JIe OCHOBHUM KPOKOM € OOYHCIICHHS YaCTKOBHX MOX1THUX ‘U—([f]), d]—([?
dvjp dw/.[
Haiinpocrimnioro, 3 TOYKH 30py OOUHCIICHD, € TIPOLIEAypa OHOBICHHS [T CHHAITUIHUX

Bar BuxigHoro mapy (/ = 3):

31, — _#B1 .\ dJ@) d()
A (0=~ OF50 g

0 dz/m )

[31 ~ — _#[3] g
iji ) C (t)d;/[3](t) dw/[.f] 5

a00 y pO3MIHPEHOMY BHTJISII:

avilo =),
avilo = oo o, 5)
s = PP = Plogovioo.
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AHaNOriYHO BU3HAYMMO IPOLEAYPY AJIsl APYroro npuxosaHoro mapy (I = 2):

[2] _ G2 an R iy 0
Avi () Uy o SN0 o) T

21, A0 _ ol ddt) %O
Ao = = -0 Zor = (©6)

=l (t) CVRUNI 21 a2l 1]
¢ ()dyj[z](l)d][z](t)yl Jn=¢ (08" ()y; (D).

OCHOBHHM KPOKOM TYT € BH3HAYCHHS 4aCTKOBOI IOXixHOT 3 piBHsnHs ([):

) =hZ( as(o) dzP](r)) _

oo F\aw af
h3
i d
_ZI:< (t()t)>d[2] <Z; whl(op® (t)> ZS fowSlo. @

3BiJIcH OTPUMY€EMO HACTYIIHE:

dol?! [2](t s
_ @ ( )Zs Towh (t)—vm(t)ZSB Wi @),

Jc V[Z] Ta V[z] BHU3HAYaKOTHCA SIK
70 jl

Vil = vBlae-1+0 (Z RO (r))

)
o =vile-1+80 (Z 6,[3]<r>w£j](z))z}2]a).

=1
HanamrryBanHs nepioro mpuxoBaHoro mapy (/ = 1) BUKOHYETBCS 3a BiIHOLIEHHSIM

~[1

s =t (Sk P ol o),
~[1

ahle =g (S o) 2o,

Aw-,-”<r) = st o),

ne 300 = vilo S0, s owl .

Y pasi Mepe>1<1 3 IOBUTBHO BEJTMKOIO KIJIBKICTIO IIapiB MPOIIEC HAaBUYAHHS MIapy 3 iH1Ie-
KCOM [ BUKOHYETBCS 32 BiTHOIICHHSIM

Av[l](t) =(::[l](t) Zhlﬂ 8£l+1](t)wg+l](t)>,
Av“ 0 =0 (s owl o) e,
Aw,-?(r) = (s opt o),

' =i S (gl whi .

®)

Taxum umnoM, Bigsomenns (§) e yzaransnennsm supasis (B)—({).

3 TOUKH 30py IMPOIeCy HaBYaHHS, OCHOBHOIO BiJIMiHHICTIO 3aIPOITIOHOBAaHOI MEPexi
MOPIBHSHO 3 TPAAULIIHHUM 0araToImapoBUM IIEPCENTPOHOM 3 JIOBUIBHOIO KiJIBKICTIO IIa-
piB € Te, O 1aHa Mepeka HaNlAITOBYE aKTHBAIIHY (YHKIIIIO B TIPOIIECi HABYAHHS BiJI-
MTOBITHO J0 MiJTFOBOT (PyHKIIT Ta yMOB BUPIITyBaHOI 3a/1adi.

3. EkcnepuMeHTANbHI 10CTiKeHHST
[opiBHioeMo npoaykTuBHicT APWA 3 mponykruBzicTio ¢yHkuii ReLU y ckmani

MIOBHO3B SI3HOTO IIapy HEHPOHIB y ABOX MOJEJISIX 3rOPTKOBUX HelpoHHNX Mepex (CNN):
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LeNet-5 [[15] ta KerasNet [|16]. ba3osi peamnizariii BUKOPHCTOBYIOTh HETiHIHHY (DyHKIIifO
ReLU nnst BCix 3ropTKOBHX Ta MOBHO3B I3HUX IAPiB, OKPIM IBOX, OCTAHHIH 3 SIKHX BUKO-
pucroBye Softmax [yis BimoOpa)keHHs KaciB Ha BUX0Ii Mojiesi. [ToxiqHi BapiaHTH MEpex
3acTocoBYI0Tb APWA sk akTHBaliiiHy (yHKIIIO y Nepe0OCTaHHROMY ITOBHO3B’ SI3HOMY
mrapi. Bei iHmIi BMacTUBOCTI Mepeki Ta MPOIeypH HABYaHHS 3aJIMIIAIOTHCS CIUTBHUMH
MiX yciMma peamizanismu. ExciepuMeHT BUKOHaHMH i3 3acTocyBaHHAM Python 3.10, 6i-
omiotexu PyTorch 2.0 [|17] Ta komm’rotepa 3 RTX A4000.

[ponykruBHicTh Bepciit 3roprkoBux I[IIHM omninena Ha Habopax manux Fashion-
MNIST [[18] Ta CIFAR-10 [[19]. Po3mMipHicTs Ta KiJIBKiCTh TaHUX, BUKOPUCTAHUX B €KC-
MEPUMEHTI, CITIIBIIAA€ 3 TUMH, 1110 HamaHi B pobotax [|18,19], po30HTTsS MiXk KiJIbKICTIO
BXIJTHUX JIaHUX JUIS TPEHYBaHHs JI0 KUIBKOCTI JaHUX JUIsl epeBipku ckiaznae 5:1. Koxen
3 KaHaJIiB BXiTHUX 300pa)XeHb 3aKOI0OBAHUH Y BUIVISL YHCENT 3 TUTABAIOYOI0 TOYKOIO B [i-
amazowi [0,0;+1,0]. st 3Ha9eHp Ki1aciB 300pakeHb BUKOPHCTOBY€ETHCS MIPSIME KOTYBAaHHS
(one hot encoding).

JaHi, BUKOpUCTaHi JUIsl TPEHYBaHHS, TOTTOBHIOIOTHCS IIUISIXOM F'OPU30HTAJIBHOTO BiJl-
JI3epKajieHHs 3 BiporiaHicTio 50 %, a TaKoX BUITAIKOBOTO 3CYBY MIKCENiB 3 MAKCUMAIBHUM
3mimeHHsM y 0,1 pa3. AyrMeHTarlisi BAMKHEHA TIiJ1 Yac OI[IHKU MPOAYKTUBHOCTI MEpexKi
Ha TECTOBOMY HaOoOpi AaHux (test set).

LeNet-5 mae yotupu mapu:

* 3TOPTKOBHII mIap 31 3ropTkoro 5 X 5 Ta 20 BUXiAHUME KaHAIaMH, BUOipKa 32 MaKCH-
MaJlbHUM 3HaueHHsM 2 X 2, GpyHkuis akrusaiii ReLU;

* 3TOPTKOBUI 1Iap 31 3ropTkoio 5 x 5 ta 50 BUXiTHUMU KaHajlaMu, BUOipKa 3a MaKcH-
MaJbHUM 3Ha4eHHAM 2 X 2, QyHKis aktuBarii ReLU;

* ToBHO3B si3HMH map 3 500 Buxigaumu o3Hakamu, ¢pyHkis ReLU a6o APWA;

* IOBHO3B’s13HMH 1map 3 10 BUXITHUMH O3HAKaMH, akTUBaIliitHa GyHKIis SoftMax.

KerasNet cxitaaersces 3 mecTy mapis:

* 3TOPTKOBUII map 3i 3ropTkoro 3 X 3, 32 BuximHUMH KaHajdamu Ta 1 x 1 BigcTymom
(pad), dyHukmis aktuBanii ReLU;

* 3TOPTKOBUIA map 3i 3ropTkoro 3 X 3, 32 BUXIIHMMU KaHanamu, 0e3 BixcTymy, QyH-
kuist aktrBanii ReLU, Bubipka (pooling) 3a MakcnMaabHUM 3HaYEHHSM PO3MIpoM 2 X 2
Ta dropout 3 BiporianicTio 25 %;

* 3ropTKOBHii map 3 x 3, 64 BuxigHux kaHamu Ta 1x1 Bincrymn, pynkuis ReLU;

* 3ropTKOBUIA map 3 x 3, 64 BuXigHuUX KaHany, 0e3 Biacrymny, ¢pyHnkuis ReLU, Bubipka
3a MaKCHMaJIEHUM 3Ha4eHH:IM 2 X 2 Ta dropout (p = 0, 25);

* IOBHO3B SI3HMH mmap 3 512 BUXiTHUMHK O03HAaKaMU, akTuBaniiHa pynakmis ReLU a6o
APWA, dropout Ha Buxoi (p =0, 5);

* TOBHO3B’sI3HMY 1map 3 10 BUXiTHUMH O3HAKAMH, aKTUBAIliitHa GyHKIs SoftMax.

AnantuBHi QyHKII{ akTHBamii B HelipoHax 3 APWA marots 14 HanamToBaHHX mapa-
MeTpiB Ta 14 BigmoBigHMX (QyHKUIH HameXHOCTi. Barn aganTuBHUX (QYHKIIN y pi3HHX
HeWpOoHax MOBHICTIO He3allexXH], oTxe, APWA B Ko)KHOMY HeifpoHi (y KOXKHOMY KaHaJIi)
MOKE OTPHMATH YHIKaIbHY (OpMY 3a pe3yJbsTaTaMy HaBUYaHHS.

Ob6nacTs BU3HaUCHHS akTHBamiiHoi GyHKIII [—1, 0; +1, 0] mokpuBaroTh 12 TpUKyTHHX
(byHKUIN HAJIEKHOCTI, PO3MOIUICHUX PIBHOMIPHO. 3HAUYEHHS 32 MeKaMy 00JiacTi BU3HA-
YEeHHsI IOKPHUBAIOTHCS JIBOMa JIOAATKOBUMH (DYHKIIISIMU TUITYy «pamiia» (ramp function):

1, zj € (-, ¢)p),

_ ) ciz
0(z) = oy 7 € [go-c] -
0, zj € (¢j1, 1),
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Oa Zj € (7005 Cj/'O)a

_ ) zi¢ima
gm@) =\ eertrs % € [Gm-1:Gm] »
1, zj € (Cjm, T0).

B excriepuMeHTi TOPIBHIOETHCS TPU CITOCOOH iHIiMiaNi3amii TOYaTKOBUX 3HAYCHb Ta-
pametpiB uy B HelipoHax APWA:

* Ramp — y nopsiaky piBHOMipHOTO 3pocTanns Bif 0,0 no +1,0;

* Constl — koHcTanTor0 +1,0;

* Random — piBHOMIpHHM BHUIIaJKOBHUM PO3IONLUIOM y miamasoi [—1, 0;+1, 0].

Pemrra mapameTpiB, Taki sk CHHANTHYHI BaTH Wj, iHIMIaTi3y€ThCS BiNIOBI THUMH TIPO-
Leaypamu 3a 3aMoBuayBaHHsIM 3 PyTorch.

Hapuanus Bcix BapiaHTIB Mepex IpoBoAuThes npotsiroM 100 ermox 3 po3mipom Mi-
HiBUOiIpKH 64 enemeHTH Ta onrtuMizaropoM RMSprop. [ToyaTkoBa MBHUAKICTE HAaBYaAHHS:
£(0) = 1-10™%, micist 06poOKH KOXKHOT MiHIBHGIPKY 3 HAGOPY JAHUX IS HABYAHHSI IIBH/I-
KicTb 3MeHmyeThest Ha 1 - 1070,

Juns mpocrotu npuitmaemo ((f) = é(t), TOOTO 3HAYCHHS IIBHUIKOCTI HABYAHHS Ha KO-
YKHOMY KpOIIi # IJISl BCiX ITapaMeTpiB MOJEIi CITiBIIaal0Th.

4. AHaJti3 ekciepuMeHTATbHUX JAHHX

Peectpyemo 3Ha4eHHS MOXUOKH Ha HABYAIBHOMY HA0Opi JaHWUX Ta TOYHICTH PO3Ii-
3HaBaHHs Ha TECTOBOMY HAaOOPi JUIs KOXKHOTO 3 BapiaHTiB Mepexi. Hapueni moxeni 36epi-
TaloThCsl JUTS TONAIBIIOT0 aHauli3y (JOPMH aKTHBALIHHUX (QDYHKIIIH.

v HaBeZeH1 pe3y/nbTaTH HaBuaHHS Ha HaOopax nanux Fashion-MNIST ta
CIFAR-10 (maiikpama oTprMaHa TOYHICTh KIach@ikallii Ta enoxa, 3a sxoi OyB oTpuMa-
HU# 11e# TOKa3HUK TOYHOCTI) JJIs1 KOXKHOTO 3 OI[IHCHUX BapiaHTiB MEPEKi, HA0OPIB JaHUX
Ta cTapToBUX HopM BYHKIIIH.

Tabnurst
Fashion-MNIST CIFAR-10

Mepexa AxruBauiiiHa QyHKuis TounicTs, % Enoxa Tounicts, % Enoxa
LeNet-5 ReLU 91,48 98 76,11 95
LeNet-5 APWA Ramp 91,30 92 76,90 98
LeNet-5 APWA Random 92,29 76 77,09 89
LeNet-5 APWA Constl 92,13 94 76,25 96
KerasNet | ReLU 91,21 75 79,43 99
KerasNet | APWA Ramp 92,24 98 79,80 100
KerasNet | APWA Random 93,19 94 82,32 93
KerasNet | APWA Constl 92,20 92 79,80 97

3aranom BapiaHTH Mepeski 3 HelipoHaMu Ha ocHOBI APWA 1oka3yIoTh Kpari pe3yiib-
TaTH TOPIBHAHO 3 0a30BUMH peaji3allisiMi, 0 BUKOPHUCTOBYIOTH ReLU, sk Ha Habopi
nannx CIFAR-10, tak i Fashion-MNIST. Cepen Bcix BapianTiB iHimianizanii APWA Haii-
Kpaie cebe 3apeKOMEH/1yBaB BapiaHT 3 BUIIJKOBOIO iHIIiai3alli€r0 mapaMeTpiB.

Ha puc. B, H (npouec napuanms mMepexi apxitexrypu KerasNet Ha HaGopax Fashion-
MNIST i CIFAR-10 BigmoBigHO) 1TFOCTPYIOTH 3aJIeKHICTh ITOKa3HUKIB TOYHOCT] Ha TECTO-
BOMY Habopi (test accuracy) Ta noxuOku HaB4aHHs (training loss) Big ermoxu aist KerasNet.

Bapro 3a3naunty, mo peanizanis KerasNet 3 mapamerpamu ¢ynkuii APWA, ixinia-
J30BaHMMH BUIIAIIKOBO, HABYAETHCS LIBHJIIIE Ta [TOKA3y€e MEHIY TEHASHIIIO 10 NepeHa-
BuaHHA (overfitting) MOPIiBHAHO 3 IHITMMH aKTHBALIHHIMHA (QYHKIISIMHI Y BCiX BHIIQJIKAX,
okpim LeNet-5 na nabopax Fashion-MNIST ta CIFAR-10. Etanonnuii Bapiant mepe-
ki KerasNet 3 ReLU Tak camo mmoka3ye BHCOKY CXHWJIBHICTB JI0 ITEpeHaBUYaHHS Ha Habopi
Fashion-MNIST.

3 nmanux puc. [ Ta @ BUAHO, 1110 KOHCTAHTHA IHiIIAi3allisl 3aTPUMY€E MPOIeC HaBYa-
HHsI Ta M/IBUIIly€ NOXUOKY Ha MOYATKOBUX eTarax, OcKilbkn APWA-QyHKLis 3 TaKUMK
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BaraMu He 3MIiHIOE€ 3HAYCHHS Ha BUXOI B 3aJIE)KHOCTI BiJI BXOAY, a OTKe, OJIOKY€E mpsiMe
TIPOXOMKEHHS 1H(popMarii, HOKK TpalieHTHA MPOIeLypa He alaNTy€e Bary.

| R RelLU activation
90 A 2041 —— Ramp APWA init
o | ——- Random APWA init
> " i —-= Constant APWA init
L>J‘ 8 154 -
@ 851 k<] i
5 o .
2 £ |
@ £ i
©
4‘.?__; 801 l ----- RelLU activation = ‘
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< @
S £ 1.50 4
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© 4 fTi
J{,”j I ----- RelLU activation 5 1.251
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0 20 40 60 80 100 0 20 40 60 80 100
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Ha puc. § 306paxeno dgopmy dynxuii APWA, inimianizoBaHOi KOHCTAHTHHMH T1apa-
MeTpaMH, 3a pe3ylibTaTaMu HaB4aHH:. L{ikaBoto ocoOnuBicTIO € cuHycoimo-nmoaioHa pop-
Ma QyHKIii, ocobiamBo BupakeHa B Mepexi KerasNet va Habopi CIFAR-10.
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Ha puc. § npencrasneno dopmy ¢ynkuii APWA, inimianizoBaHoi BHIaIKOBO, 3a pe-
3yApTaTaMU HaBYaHHS, 110 TIOKa3axa cede HalKpamioo B MPOIIECi OLIHKK TOYHOCTI. BapTto
3a3HaYUTH CUIIbHY HENIIHIHHICTD OTPUMaHHUX (DYHKIIIH.
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Ha puc. [] moxasano dopmy dynxuii APWA, inimianizoBanoi sk Ramp-dysxuis, 3a
pe3ynbTaTaMu HaB4aHHA. Y IbOMY pa3i QYHKIIS 30epirae cBOIO 3araibHy (opmy, aie 3
HabopoMm nanux CIFAR-10 nedopmyeTnes B paiioni x = 0.
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BucHoBOK

[pencraiaeno APWA ta HelipoH Ha i 0CHOBI SIK alTbTepHATHBA CTAHIAPTHUM KyCKOBO-
3aJaHUM aKTUBaiiHAM (QYHKIISIM, TakuM sIK ReLU, 1o mmpoko 3acToCoBYIOTHCS B TITH-
0OoKMX HEHpOHHUX Mepekax. OCHOBHOIO BiqMiHHICTIO Mepex 3 APWA, mopiBHSHO 3 ene-
MeHTapHuM nepcentpoHoM @. Po3enOsara, € BUKOPUCTaHHS HETIHIMHUX CHHAICIB Ha
OCHOBI HEYITKOTO IEPETBOPEHHS 3aMicTh (PIKCOBAaHMX aKTHBAUIHHUX (DYHKITIH.
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Cunaricu APWA peasi3yloTh HediTKe IepeTBOPSHHS B HOTO alaTUBHIN GopMi, a Ta-

KOX JTO3BOJITFOTH BUKOHYBATH allPOKCHMAIIIIO ICHYIOUIX aKTHBAIliTHUX (YHKIIiH Ha iHTep-
BaJIi 3 JOBIJIBHUM PiBHEM TOYHOCTI, 110 BU3HAYAETHCS KUIBKICTIO (DYHKIIIH HAJICKHOCTI.

®opma akTrBaniiHOI GpyHKii APWA HamamroByeThes 3T1THO 3 HOTOYHOIO 3a1a4et0

OKpeMO JUTsl KOYKHOTO 3 HEHPOHIB Mepesxi, 0 Hagae il mormuOIeHi anmpoKCUManiiHi Mo-
JKJIIMBOCTI, @ TAKOXK JIO3BOJISIE OTPUMATH Kpallli Pe3ysbTard (TOYHOCTI TOIIO0) B TPOIECi

HABYAHHS, 1110 EKCIICPUMEHTAIBHO MiATBEP/HKEHO B JIaHiil poOOTI.
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MNOCUJIAHHSA

1.

104

As the industry deals with growing datasets and more complex data processing
challenges, researchers and enterprise specialists trade artificial neural network
model complexity and speed for increased approximation capabilities. An in-
crease in the model complexity, particularly in its number of layers and depth,
leads to undesired computational effects like vanishing and exploding gradients.
The production models often employ piece-wise linear activation functions, sim-
ilar to ReLU, to avoid computational difficulties and improve the learning speed.
While the piece-wise linear activation functions have proven their effectiveness in
production models, namely in convolutional neural networks (CNN), such func-
tions are usually constrained in their form, limiting the model’s ability to optimize
and adapt to the current task. We propose an Adaptive Piece-Wise Activation
(APWA) function as an adaptive replacement for the fixed piece-wise linear acti-
vation functions. The core of the APWA function is an adaptive fuzzy transform
of the input signal, implemented by a set of membership functions with adaptive
output gains. Like the piece-wise linear units, APWA does not suffer from the
effects of exploding and vanishing gradients and is relatively simple to compute,
reducing the learning and inference time for networks with APWA-based neurons.
We demonstrate the effectiveness of APWA-based neurons on two different image
classification sets and two model architectures of distinct complexities. During the
learning, the models with APWA adapt their activation function form, providing
improved classification accuracy compared to the baseline non-adaptive variants.

Keywords: neural network model, adaptive fuzzy transform, activation function.
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