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Critical phenomenon of vortex motion
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We have studied vortex dynamics in superconducting materials at very high vortex velocities as a function of

the applied magnetic field. High velocity vortex dynamics can become critical, so that an instability occurs, lead-

ing the system to quench abruptly to the normal state. The presence of pinning mechanisms in all superconduc-

tors not only is able to foster high critical currents but it can strongly in-fluence vortex flow, thus determining a

different behavior of the critical vortex velocity v*. The magnetic field dependence of v* is extremely sensitive

to the type of material pinning, and this is crucial for an applicative point of view, since vortex motion approach-

ing v* means a dissipative flux flow state which will probably end with a flux flow instability. If it is possible to

predict these critical parameters, than it will be easier to control those critical phenomena. Although a fully theo-

retical model of flux flow instability in the presence of pinning is still lacking, a phenomenological approach has

been recently proposed for the hot-electron vortex flow instability. Here we present a successful example of per-

fect correspondence between experiment and theoretical approach in the case of Mo3Ge thin films with and

without geometrical pinning barriers.

Keywords: superconducting films, critical currents, flux pinning, flux flow instability.

The main characteristic of superconductors is the lossless
ability of electrical current transport, a common property
that is held in their critical current value, which sets the
limits of the critical state in the material. Then, in order to
push the performance of a superconductor, material pin-
ning became a huge area of speculation and research, both
from a fundamental point of view and for applications [1].
High Temperature Superconductors (HTS) have been deeply
studied for so long because, for instance, overcoming their
anisotropy would boost coated conductor technology [2].
The Iron Based Superconductors (IBS) as well, after ten
years of research from the discovery, are becoming very
attractive technical materials for applied research, due to
their larger & and smaller anisotropy factor y [3]. However,
Low Temperature Superconductors (LTS) still are mainly
used for electronic based devices in nanostructured photon
detectors [4] or for emerging quantum technology [5]. In
particular, among the amorphous superconductors, it has
been employed the most homogeneous MoGe alloy in its
optimized composition to obtain microstructures in view of
attaining continuous nanowires fabrication easier than us-
ing pure metals, such as aluminum or gold, whose granu-
larity can prevent the realization of continuous, thin nano-

© A. Leo, A. Nigro, and G. Grimaldi, 2020

wires [6]. However, whatever superconducting applications
you have in mind, an unstable state of vortex matter would
be detrimental since any instability allows for electric power
dissipations, with a consequent sudden jump to the normal
state.

Firstly, the high velocity vortex motion has been investi-
gated for fundamental aspects related to non-equilibrium
phenomena arising from the changes of the quasiparticle
distribution in the vortex core during vortex motion at tem-
peratures close to 7¢, and measured by a finite inelastic scat-
tering time tg of the quasiparticles [7-10]. A direct access
to this microscopic parameter has been provided by the
theory of Larkin and Ovchinnikov (LO) so far, which pre-
dicted the non-equilibrium distribution of quasiparticles,
thus resulting in a magnetic field-independent critical vor-
tex velocity v*, due to the vortex core shrinking [11]. An-
other subsequent theoretical approach has been imple-
mented for a different temperature regime, that is 7 < 7.,
based on the raise of the electronic temperature due to the
electric field induced by the high velocity vortex motion,
which adds quasiparticles rather than removing them from
the vortex core, thus causing mainly the expansion of the
vortex core rather than its shrinking [12—14]. For both
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mentioned electronic models of flux flow instability (FFI)
an S-shaped current-voltage characteristics should be ob-
served in a current bias mode, as it was in both LTS and
HTS materials [15-20], and IBS as well [21-23]. Some
other theoretical refinements have been proposed to take
into account self-heating effects [24,13] in addition to elec-
tronic effects [11], so that a hot electron vortex instability
was established in the absence of any pinning mechanism.
The exploration of the electronic instability in regime of
low magnetic fields let to discover that a field-dependent
v¥(B) = B s necessary to recover a basic assumption of
LO model, that is a non-equilibrium quasiparticles distri-
bution uniformly distributed in the whole superconductor
[25]. Tt is impressive how many experiments have been
devoted to confirm this phenomenological prediction, in-
deed, very well verified in many superconducting materials
[26-30]. Anyway, no flux pinning has been theoretically
included till the recently proposed model of pinning effect
on the hot-electron vortex flow instability [31], which ac-
count for many experimental evidences that such a pinning
influence is crucial to interpret several experimental find-
ings on different superconductors [32-35]. In fact, in the
last years, a systematic study has been conducted in order
to distinguish which is the role of flux pinning beside flux
flow instability [36—40]. Very recently, for example, a pe-
riodic pinning landscape has been used to guide fast vortex
dynamics till FFI occurs [41], whereas a local FFI has been
established in films with strong point disorder [42]. We
also discovered peculiar effects of pinning mechanism in
determining the magnetic field dependence of v*, which
shows unexpected behavior at low fields, depending on the
pinning strength in the case of weaker or stronger pinning
materials [30,32—-36], as well as on the pinning distribution
for different irradiation processes on superconducting mate-
rials [33,37,38], or on a simple geometry acting as a pinning
barrier [35,39], and finally on isotropic pinning materials
which compete with their intrinsically layered structure
[17,21,22]. In all these cases, regardless of the electronic
nature of FFI, material pinning plays a role, whose finger-
print can be observed in the v*(B) behavior. Therefore a
fully theoretical description of FFI in the presence of pin-
ning is claimed. Nevertheless, the phenomenological ap-
proach, recently proposed to take into account pinning ef-
fects on the hot-electron FFI, is a theoretical study able to
address the non-monotonicity of v*(B) that is systematically
observed in experiments. This model can figure out the
anomalous v*(B) behavior starting from the measured mag-
netic field dependence of the critical current density J.(B)
and the current-voltage characteristics of the superconduc-
tor under investigation. By the way, this approach may be
limited by the type of pinning potential chosen for the cal-
culation that is a washboard pinning potential, even if it is
able to reproduce all the previous results concerning the
hot-electron instability in the absence of pinning [12]. In our
experiment we successfully used this model to fit the data of
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v*(B) in the case of two Mo3Ge superconducting bridges
realized with different widths, thus obtaining a mesoscopic
geometry that acts as a surface pinning barrier. Finally, this
data analysis works out as an alternative to the time-
dependent Ginzburg-Landau (TDGL) modelling of FFI
previously reported on this Mo3Ge superconductor [39],
again in perfect agreement with the experiment.

Samples are microbridges obtained from Mo3Ge thin
film by electron-beam lithography with thickness d = 50 nm,
length L =160 pm, and two widths of w=15 and 100 um.
These two samples are named S1 and S100, respectively.
Their superconducting properties have been previously
investigated and it results a critical temperature 7. = 5.5 K
for bridge S1 and 6.5 K for bridge S100 [39]. A London
penetration depth A = 500 nm is estimated for both bridges.
Thus, in the case of S1 the Pearl length is A= 202/d =
=10 um > w, while the Ginzburg—Landau coherence length
is EgL, = 5 nm <« w as well as d <« w, so that a mesoscopic
behavior is expected [39].

For the critical current density J.(B), we suppose a power
law dependence on magnetic field of the type

J
c (B ) ==L
Bm
For the vortex critical velocity v*(B) behaviors, we refer to
Eq. (26) in Ref. 31:

)
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with a, vy and p defined as:
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where e is the electron charge, m, is the electron mass, ¢ is
the speed of light, pr is the Fermi impulse, & is the Boltz-
mann constant, P =£.J" is the critical power and J; is the
instability current density in the absence of pinning [13].

In Fig. 1 (a) and (b), we report the model curves of
v*(B) and J.(B) for m <1 and m > 1, respectively. As it is
shown, for m <1 and m > 3 there are only few differences
among the curves at different m values. Thus, in Fig. 2, we
considered two cases in the theoretical model, by showing
curves at half m = 0.5 (case A) and four times m =4 this
value (case B). In the first case A a continuous monotonic
decrease of J.(B) can be observed, corresponding to an
equally monotonic decrease in the v*(B) curve. In the case
B (m = 4), even if we still observe a continuous monotonic
decrease of J.(B), it has to be remarked that the corre-
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Fig. 1. (Color online) Model critical vortex velocity (main pan-
els) and critical current behaviors (insets) as obtained by equa-
tions (2) and (1), respectively, reported in the text, for different m
values: m <1 (a), m > 1 (b). The units in the figure are arbitrary.
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Fig. 2. (Color online) Theoretical curves for the critical current
density J,. and the vortex critical velocity v* behaviors as a func-
tion of the applied magnetic field for different values of the pow-
er law exponent in Eq. (1). The units in the figure are arbitrary.

sponding v*(B) curve shows a peak. Then, two other more
complex, are considered where a change in the m value is
set at an arbitrarily value B =2 combining the m values of
case A and B, as shown in Fig. 2. In case C, we set
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m1=0.5 for B<2 and my =4 for B> 2, while in case D
we set m1 =4 for B<2 and my =0.5 for B>2. In both C
and D cases, the change of the exponent of the power law
can be easily recognized in the J.(B), and the related v*(B)
are quite different. Indeed, in case C, the v*(B) shows and
highly non-monotonic behavior, with at least a minimum
and a peak. On the contrary, in case D, the v*(B) curve
follow almost exactly the curve of case B.

In the upper panels of Fig. 3 and Fig. 4, the J. data as a
function of the applied magnetic field poH for bridge S100
and S1, respectively, are shown together with the fitting
curves from Eq. (1), where Jy and m are assumed as fitting
parameters. The resulting value of m for S100 is 0.79,
while in the case of S1 it has been necessary to assume a
change in the power law exponent for poH =0.21 T, ob-
taining m1 = 1.5 and my = 0.6. Accordingly to the theoreti-
cal prediction, the v*(upH) behavior for sample S100
shows a monotonic decrease, while the v*(uoH) of S1 pre-
sents a peak at about 0.25 T (see lower panels of Fig. 3 and
Fig. 4). On both sets of data, a fitting procedure has been
performed on the base of Eq. (2), which can be written in
the form:

U* (B) C(ly

- 1
B_% [1+ Jo ]é+ Jo

4V4B4m_2 2,Y232m_1

. (6

where o and v are fitting parameters.

Summarizing, only based on the intrinsic pinning of the
Mo3Ge superconducting material, we have demonstrated
that the phenomenological approach to the FFI works satis-
factorily. This is the case of S1 sample, for which a perfect
agreement between theory and experiment is found for the
anomalous non-monotonic trend of v*(B) that increases
instead of decreases at low fields. In the usual macroscopic
case of S100, instead, the standard power law dependence
of v*(B) ~B " is observed and perfectly fitted as well.
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Fig. 3. (Color online) Experimental J (M) curve (upper panel)
and v*(upH) curve (lower panel), together with fitting curves, for
bridge S100 at the reduced temperature ¢ = 7/7. = 0.25.
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Fig. 4. (Color online) Experimental J.(lpH) curve (upper panel)
and v*(noH) curve (lower panel), together with fitting curves, for
bridge S1 at the reduced temperature ¢ = 7/7, = 0.45.

Thus, this means that in the absence of the surface pinning
caused by the mesoscopic geometry [39], the experimental
results follow the usual expectation of the hot-electron FFI
that is the power law monotonic dependence.

We conclude that the Mo3Ge superconductor, although
a weak pinning material in comparison with the other LTS,
due to the narrow microbridge geometry chosen to be in an
appropriate mesoscopic limit, shows a clear dependence of
the critical vortex velocity behavior v*(B) on the pinning
barrier. Such a pinning effect has been descripted within
the recent phenomenological Shklovskij’s model, which
offers the possibility to address the non-monotonicity of
v*(B), so that to provide a different v*(B) behavior with
respect to LO as well as Kunchur’s predictions of a con-
stant v* in the former case, and a power law dependence in
the latter one. Finally, we confirm that starting from the
knowledge of two experimental curves that are the current-
voltage characteristic and the J.(B) dependence, the devel-
oped Shklovskij’s theory well reproduces our experimental
findings on the pinning influence of a surface barrier on a
weak pinning superconducting material, in both cases of
Mo3Ge thin films with and without the geometrical pinning
barriers. Thus, this approach can be promising to overcome
the missing theory in order to implement flux pinning in
vortex instability, and it offers the way to test any other
pinning materials.
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KpuTnyHi siBuLLa pyxy BUXOpIiB B HaANPOBIAHMKAX:
BUXPOBA HECTINKICTb Ta MiHiHI NOTOKY

A. Leo, A. Nigro, G. Grimaldi

BuBueHo nuHaMiKy BUXOpIB Y HAAIIPOBIIHUX MaTepianax Ipu
Jy’)Ke BHCOKHX LIBHAKOCTSAX BHXOPIB Y 3aJICKHOCTI BiJl IPHKIa-
JICHOTO MarHiTHOro MoJisi. BUCOKOLIBUIKICHA BUXPOBa JMHAMiKa
MOXK€ CTaTH KPUTHYHOIO, BHACIIJOK YOTO0 BHHUKHE HECTaOilb-
HICTb, sIKa BEJE IO PalTOBOrO 3PUBY CHCTEMH B HOpMAJIbHHI
crad. HasiBHICTh pi3HMX MeXaHi3MiB MiHIHTY y BCIX HaANpPOBif-
HHMKax He TLIbKH 3/1aTHA CHPHSATH BUHUKHCHHIO BUCOKHMX KPHTH-
YHHX CTPYMIB, ajle if MOXKe CHJIBHO BIUIMHYTH Ha BUXPOBHUH IOTIK,
BH3HAYAIOUM TUM CAMHUM iHIIY HOBEAIHKY KPHUTHYHOI IIBHUIKOCTI
BUXOpY v*. 3anexHicTh v* Bi MarHiTHOTO MOJISI HaA3BHYAHO
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YyTIMBA JI0 THIY MiHiHTa B MaTepiaini. [{e BaxxnuBo 3 mpuKIagHOi
TOYKH 30pY, OCKLIBKH BUXPOBHH PYX, L0 HAOIIKAETHCS 10 KPHU-
THUYHOTO 3HAa4YeHHS U*, 03HA4Ya€e TAKUH CTaH JHCHIIATHBHOIO II0-
TOKY, SIKHH, TIEBHO, 3aKiHYUTHCS HECTAOUIBHICTIO. SIKIIO0 MOMKITUBO
nependaynTi i KPUTHYHI MapaMeTpu, TO Oyae Jieriie KOHTPo-
JIFOBAaTH L KpUTHYHI siBHINa. He3Baxarouu Ha Te, 10 [IOBHA TEO-
pEeTHYHA MOJEIb JUIsl OIKCY HECTIMKOCTI MOTOKY B NMPUCYTHOCTI
MIHIHTY JIOCi BIJICYTHS, HEIIOAaBHO OYB 3alpOINOHOBAaHUI (heHO-
MEHOJIOTIYHHUI HiJXiJ OMUCY AJIs HECTIMKOCTI BUXPOBOI'O HOTOKY
3 «rapsuMMU» eleKTpoHaMu. HaBeleHO BaNuil NMpUKIaJ Takoi
iZleaibHOI BiAMOBIAHOCTI MiXK EKCIIEPUMEHTOM Ta TEOPETHYHUM
HiJX0Z0M Ul TOHKUX IUTiIBOK Mo3Ge 3 it 6e3 reoMeTpUyHHX
6ap’epiB 3 HMiHIHIOM.

KirowoBi cnoBa: HaANpOBiAHI IUTIBKH, KPUTHYHUK CTPYM, HIiHIHT
MOTOKY, HECTIHKICT IIOTOKY.

KpuTuyeckme sBrneHust ABMXKEHUA BUXpen
B CBEPXMPOBOAHUKAX: BUXpEBasi HEYCTOMYMBOCTb
M MUHHWHT NOTOKA

A. Leo, A. Nigro, G. Grimaldi

N3ydena nuHaMuka BUXpel B CBEPXIPOBOISILMX MaTepUanax
IIPY OYCHb BBICOKHMX CKOPOCTSIX BUXPEH B 3aBUCHMOCTH OT IIpH-
JIO)KEHHOTO MAarHMTHOTO TMoJA. BpIcOkocKOpoCcTHas BHXpeBas
JUHAMHKA MOXET CTaTb KPUTHYECKOI, BCICICTBUE YETO BO3HUK-
HET HeCTaOWJIBHOCTh, MPUBOAAIIAS K BHE3AITHOMY CPBIBY CHCTE-
MBI B HOpMaJIbHOE COCTOsIHKE. Hannuue pasnuyHbIX MEXaHU3MOB
MUHHMHTA BO BCEX CBEPXMPOBOJHHMKAX HE TOJIBKO CIIOCOOCTBYET
BO3HUKHOBECHUIO BBICOKMX KPHTUYECKHX TOKOB, HO U MOXET
CHJIBHO TIOBJIUATh HAa BHXPEBOM IMOTOK, OMpPEJENsAs TEM CaMbIM
Ipyroe INOBEACHHE KPUTHYECKOI CKOpOCTH BUXps v*. 3aBucH-
MOCTb U* OT MarHMTHOTO IIOJIS YPE3BBIYAMHO YyBCTBHUTEIbHA K
TUIly NMHHYWHTA B Marepuane. OTO BaXHO C NPUKIAJAHON TOUKU
3peHHs, MOCKOJbKY BHXPEBOE JBIKEHHUE, MPUONMKaromeecs K
KPUTHYECKOH v*, O3HadaeT TaKoe COCTOSHHE IUCCHIIATUBHOTO
MOTOKA, KOTOPOE, MO-BUANMOMY, 3aKOHYMTCS HECTAOMIIBHOCTBIO.
Eciu Bo3MOXHO Ipeicka3aTh 3TU KPUTUYECKUE HapaMeTphl, TO
Torja OyzeT jerde KOHTPOJIHPOBATh 3TH KPUTHUECKHE SBICHUS.
Hecmotps Ha T0, uTO NONHASA TeopeTHYECKas MOJEIb AN OIUCa-
HHS HEYCTOWYMBOCTH IOTOKAa B MPHUCYTCTBHM MMHHMHrA 0 CUX
HOp OTCYTCTBYET, HEJABHO OBLI IIpEIOKeH (YeHOMEHOJIOTHYe-
CKHMH MOAXOJ OMHCAHHSA Ul HEYCTOWYHMBOCTU BUXPEBOTO MOTOKA
¢ «ropsuuMM» 3iekTpoHamu. [IpencraBieH ynauHblii npumep
TaKOro HJEANbHOTO COOTBETCTBUS MEXIY AKCIEPHMEHTOM H
TEOPETHYECKHM IOAXO0JOM I TOHKUX IneHOk MosGe ¢ n 6e3
TEOMETPHYECKHX 6apbepOB C MMHHUHTOM.

Kurouessie cioBa: CBEPXIIPOBOJAAIINE ITJICHKH, KpI/ITI/I‘{eCKI/Iﬁ TOK,
IIMHHUHT II0TOKAa, HeyCTOI\/’I‘II/IBOCTL IIOTOKa.
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