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M. V. TANTSIURA

ON THE GENERALIZATION OF THE MCKEAN-VLASOV
EQUATION TO THE CASE WHERE THE TOTAL MASS OF
PARTICLES IS INFINITE

The McKean—Vlasov equation describing the motion of a system of particles with
infinite total mass is considered. The theorem of existence and uniqueness of a
solution is proved. The solution is constructed by passing to the limit from that for
the systems of particles having a finite total mass.

1. INTRODUCTION

Stochastic flows with interaction is an important mathematical object that can have
applications to statistical physics, chemistry, biology. Equations of motion with inter-
action were studied from different points of view (see [1]-[13] and references therein).
The aim of this paper is to generalize the McKean—Vlasov equation to the case where
the total mass of particles is infinite. Recall that the McKean—Vlasov equation can be
introduced in the following way. ‘

Assume that there are N particles and the mass of each particle is 1/N. By X, ’N, we
denote a coordinate of the i-th particle at the time moment ¢. Let {w{} be Wiener pro-
cesses, and let {x}} be identically distributed random variables. Suppose that {{wi,t >
0}, z§, i = 1,...,N} are jointly independent. Denote, by u, the distribution of z¥.
Suppose that the motion of particles is described by the equation
Q) { dXPY = dwj+ L SN o(xPN, x]Nydt, i =1, .., N, te o7,

Xy =z,

Here, the function b is related to the interaction between the particles. It was proved
(see [8], [12], [13]) that if b is a bounded Lipshitz function, then there exists a limit X}
of the sequence {X,f’N7 N > 1}, and X/ is a unique solution of the equation

(2) R ,
X|t:0 = .136,

where v} (dy) is a distribution of the random variable X}. Notice that v} = p for all i > 1.
It can be seen that v} is independent of i. Denote v;(dy) = vi(dy). So, the equation

dXt = dwt —+ fb(Xt,y)l/t(dy)df, t (S [O,T],
R

(3) Xlt=0 = 0,
vi(dy) is the distribution of X,
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can be interpreted as an equation that determines a motion of the system of interacting
particles with total mass 1. Moreover, it can be proved that

N
Vt(N) = ZN%&X}%,N =1, N — oo.
i=1

So, the measure v¢(dv) can be considered as the mass distribution of the system of
particles at the time ¢, and the function X.(w) can be interpreted as the trajectory of a
single particle.

If the total mass of particles is finite, then we can proceed similarly. For example,
let 1 be an initial distribution of mass, u(R) = M. Introduce a probability measure
vo(du) = u(du) /M. Let x; be jointly independent random variables with distribution vy.
Assume that there are N particles in R, the mass of each particle is equal to M /N, and
the motion is described by the equation

@ { dX;N = dwj+ SN b, x]N)dt, i =1, N, t e [0,T),

LN _ i
Xy = xp.

Or we may assume that there are [M N] particles with masses 1/N, and the motion of
particles is given by the equation

i, i MN i, -
(5) dx;N = dw} + % 25:1 Po(x N x3Nydt, i =1,...,N, t{i[O,Tl],
Xo = .
Denote b1 (-,+) = Mb(-,-). Similarly to the case M = 1, there exists a limit X of the

sequence {X"N, N > 1}, and X/ is a unique solution of the equation

dXt = dwt + fbl(Xt,y)l/t(dy)dt, t S [O,T],
R

Xo = o,
vi(dy) is the distribution of X;.

Denote puy = Mvi(dy) = |p|ve(dy). Then the last equation may be rewritten in the form
dXt - dwt + fb(Xtvy)/J’t(dy)dtv te [OvT]7
R

Xo = xo,
we = |ulve, vi is the distribution of X;.

However, if the total mass of particles is infinite, then we cannot proceed similarly,
because we cannot normalize the measure p; to get a probability measure v;. Denote,
by P, a Wiener measure on C' = C[0,T]. Let us make the change of a variable under the
sign of integral in (3). Then we obtain the equation

dXi(u,w) = dwy(w) + [ [ b(X¢(u,w), X¢(v,w))P(dw)pu(dv)dt,
(6) RC Xo(u)
oluw) = u.

Note that this representation fits for infinite measure p too. It can be considered as an
analog of the McKean—Vlasov equation with infinite initial mass. The aim of this paper
is to prove that there exists a unique solution of Eq. (6) with locally finite measure p.
In this paper, it is also proved that the unique solution of Eq. (6) can be obtained
by passing to the limit as n — oo in the equation with finite initial mass distribution
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2. EQUATION OF MOTION OF THE SYSTEM OF INTERACTING PARTICLES WITH
INFINITE TOTAL MASS

Suppose (2, (S¢,t > 0), P) is a filtered probability space, w; is a Wiener process,
and p is a measure on R. Consider the equation that determines the motion of a continual
system of interacting particles

dXi(u,w) = dw(w) + [ [ b(X¢(u,w), X¢(v,@))P(dw)p(dv)dt,
(7) R Q Xo(a)
olu) =1u,

Further, we assume that the function b depends only on the difference of its arguments.
Then Eq. (7) can be rewritten in the following way:

{ dX¢(u,w) = dw(w) —|—H{S{b(Xt(v,c~u) — X (u, w)) P(d@) p(dv)dt,
Xo(u) = u,

Here, X(v) can be interpreted as a coordinate at the time moment s of a particle that
started from a point v. The measure p can be treated as the initial mass distribution.
The function b determines the interaction between particles.

(®)

Definition 2.1. Suppose that X; = X;(u,w) is a stochastic process continuous in ¢,
measurable in (u,t,w), and S-adapted. If, for almost all w, the stochastic process
X (u,w) satisfies (8), then Xy (u,w) is called a solution of Eq. (8).
Assume that the measure p and the function b satisfy the following assumptions:
(A1) There exists a constant ¢, > 0 such that, for every interval [a, b],
ula,b)) < Culb—a+1).
(A2) be C(R).
(A3) There exists a function R : R — [0, +00) non-decreasing on (—oo,0] and non-
increasing on [0, +00) such that |b(z)| < R(z) for all z € R and
Cr:= 2sup/ R(z+ a)u(dz) < 4o0.
a€ER JR
(A4) There exists a function @ : R — [0, +00) non-decreasing on (—oo,0] and non-
increasing on [0, +00) such that [o'(z)| < Q(z) for all z € R, and
Co = QSup/ Q(z + a)u(dz) < 4o0.
acR JR
Remark 2.1. If R and @ are integrable with respect to the Lebesgue measure on R, and
if p satisfies (A1), then Cr < 400, and Cg < +o0.

Denote

Mt,w)= sup |Xs(u,w)—ul.
uw€ER,s€[0,t]

The main result of this paper is the following theorem.
Theorem 2.1. There exists a solution of Eq. (8) such that
Va >0 Eexp (aMr) < +00.
The solution is unique in the following sense: if Xi(u) = X¢(u,w) and Yi(u) = Yi(u,w)
are solutions of Eq. (8), and if

E  sup |Xs(u)—u|<+4oo, E  sup |Yi(u)—ul < +oo,
u€R,s€[0,T] u€R,s€[0,T]
then
P(vte€[0,T] Vu e R: Xi(u) =Yi(u)) = 1.
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We will prove the existence for a solution of Eq. (8) in the following way. We approx-
imate the measure y in (8) by the measures ji, (dx) = I[_p ) (u)u(dz) and prove that the
obtained sequence of solutions is relatively compact. Then we verify that a limit of any
convergent subsequence satisfies (8).

We need the following estimate for a deviation of particles from the initial position.

Lemma 2.1. There exists a function C(t) = C(C,,Crg,R(0),t) such that, for every
solution X;(u,w) of Eq. (8) that satisfies the inequality EM(T) < +00, we have

9) Vte[0,T]: EM(t) < C(t).
Proof. By Eq. (8), we have

10 Xiww) =l < )l + [ [ [ ROG0.5) = X, )l P
Using the definition of M (t,w), we get
Xs(v,w) — Xs(u,w) = (Xs(v,w) —v) — (Xs(v,w) —u) +v—u >

>v—u— M(s,w)— M(s,).

We will divide the integral on the right-hand side of inequality (10) into three parts: by
intervals [u — M (t,w) — M (t,0),u + M (t,w) + M(t,®)], (—oo,u — M(t,w) — M(t,®)),
and (u+ M (t w)+ M(t,w),+00). From the last inequality and assumption (A3), we get
R(Xs(v,0) — Xs(u,w)) < Rv—u—M(s,w)—M(s,w)), when v > u+ M (s,w)+M(s,w).

Analogously, ( s(,w) = Xs(u,w)) < Rlv —u+ M(s,w) + M(s,w)), when v <
u— M(s,w) — M(s,@). From these inequalities, assumptions (A1)-(A3), and inequality
(10), we obtain

(11) | Xt (u,w) — u| < |we(w)] +/0 (2R(0)C (EM(s) + M(s,w) + 1) + Cp)ds

After taking supremum in u € R, s € [0,¢] and expectation on both sides of inequality
(11), we get

t
EM(t) < Elw| + / (2R(0)CL(2EM(s) 4+ 1) + CRr)ds.
0
We now use Gronwall’s lemma in the following formulation.

Lemma 2.2. Let f,g,a be nonnegative measurable functions. Suppose that g is nonde-
creasing, a and f are locally bounded, and

>0 f(1) < g(t) + / a(s)(s)ds.

Then
Yt >0 £(t) < g(t)elo als)ds,

Since Elw| = ,/% < v/t, we have, by using Lemma 2.2,

EM(t) < (Vt+ (2C,R(0) + Or)t)e*CnBOt —. C(1).
This finishes the proof of Lemma 2.1.
Lemma 2.3. There exists a constant Cy = Cy(Cq,C,, Q(0),T) such that, for every
solution Xi(u,w) of Eq. (8), the inequality EM (T) < 400 implies

Vit € [07T] Vuq,us € R: |Xt(u1) — Xt(u2)| < C4|U1 — UQ|.
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Proof. Denote b(s,u) = Jo Jo 0(Xs(v,&) — u)pu(dv)P(dw). Then Eq. (8) can be
rewritten in the form

(12) Xi(u,w) = u+ wy —l—/o b(s, X4 (u,w))ds

Assume that we have proved that
(13) 3C5 Yt € [0,T) Yug,ug : [b(t,u1) — b(t,us)| < Csluy — ual.

Subtract Egs. (12) for X;(u1,w) and X¢(ug,w). Then Lemma 2.3 can be easily deduced
from Lemma 2.2.
Let us verify (13):

(19 o) = Bs,un)| < [ [ OG(0.3) = ) = BX(0,3) — ua) (o) P(d).
QJR
So, the Lagrange theorem yields
DX (0,3) — 1) — b(Xs(0,) — un)| =
(B, 0, 5,8))] - [(Xa(0,3) — wa) — (Xa(0,3) — un)| <

< Q(O(u1,uz,v,s,0))|ur — usl.

Here, 0(u1,u2,v,s,w) is a point between X (v, ) — uq and X (v, ) — ua. Estimate now
the right-hand side of inequality (14) analogously to the proof of Lemma 1.
Without loss of generality, we may assume that u; < us. Then

v—uz — M(s,0) < 0(uy,uz,v,50) <v—u; +M(s,0)

Divide the integral on the right-hand side of Eq. (14) into three parts: by intervals [u; —
M(s,@),us+M(s,w)], (—oo,u; —M(s,w)), and (ug+M (s, @), +00). If v < u; — M (s,w),
then |b(Xs(v, @) —u1) — b(Xs(v,0) —ug)| < Q(0)|us — uz|. Analogously to the proof of
Lemma 2.1, we will use assumption (Al) to estimate the integrand. So, from (14), we
get the inequality

(15)  [b(s,u1) — b(s, uz)| < Cu(1 + ug — us 4+ 2EM (5))Q(0)(ug — u1) + Colug — ual-
If |ug — ug| <1, then it follows from (15) that
(16) |b(87u1) - b(S,U2)| S C5|U1 - U2|,

where C5 = Cg + (2 +2EM(T))Q(0)C,,. Thus, inequality (16) holds for all u;, ug such
that [u1 — ug| < 1. Hence, (16) holds for all ui,us. Therefore, [X;(u1) — Xi(u2)| <
jur — ua| + fo b(s, Xo(ur)) = bs, X(uz))|ds < [ur = ua| + Cs [y |Xo(u1) = Xo(us)|ds.
Now, by Lemma 2.2, we obtain |X;(u1) — X¢(uz)| < |ur — us|exp(CsT') = Cylug — us,
where Cy = exp(CsT'). The lemma is proved.

Lemma 2.4. Let {X]'(u,w), n > 1} be solutions of the equations

Xi'(u, w) = u + wi(w)+

(17) /0 /Q /]R DX (0, @) — X™(u, ) )in (d0) P(d)ds, ¢ € [0, T,

where pn(dz) = Ij_y, n)(x)u(dz). By A, we denote the distribution of the restriction

of X™(-,w) to [0,T] x [=m,m]. Then, for all m € N, the set of probability measures
{A™n > 1} is tight in C([0,T] x [=m,m]).

Remark 2.2. For every n, the measure p,, is finite. Hence, there exists a unique solution
of Eq. (17) (see [12]).
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Remark 2.3. For every n, the measure p,, satisfies assumptions (A1)-(A4) with the same
constants as u. Hence, without loss of generality, we may assume that the constants from
Lemmas 2.1 and 2.3 for the measure p,, are the same as those for the measure p.

Proof. Tt is enough to check two conditions (see [14], Theorem 8.2):
(Bl) Ve >035 >0Vn>1P(|XF(0)] >9) <e,
(B2) Ve > 03§ € (0,1) 3Ing ¥n > ng P(w%(d) > €) < ¢, where

wi (9) = sup | X4 (u1) = Xy (u2))|

[t1—t2| <6, |ur —u2| <o

is the module of continuity.
From (17), we have XJ(0) = 0. Hence, condition (B1) is fulfilled. Let us check that
condition (B2) is satisfied. Using Lemma 2.3, we get the inequalities

| X (un, w) = X (g, w)| <X (un,w) — X{] (ug, 0)| 4+ [XF] (ug, w) = X, (ug, w)| <

ta
Calur — s + [y, — we,| + / / / RIX™(0,5) — X™ (s, )t (dv) P(dE5)ds.
t1 QJR

From the proof of Lemma 2.1, it follows that
[ ROC.3) = Xz, ) d0) P(aB) <
QJr
2R(0)

Cu(EM,(s)+ M,(s,w) +1) + Ckg.
Hence,
| X7, (w1, w) = X7, (ug, w)| < Cafur — ug| + [we, —wy, [+

(Cr +2R(0)CW(EM(T) + M(t, w)))[tr — ta].

If |ug —ug| < 61 :=¢/(3C4), then Cylu; — us| < /3. The Wiener process is a continuous
stochastic process, hence (see [14], the proof of Theorem 8.2),

32 € (0,1) : P(ww(d2) >€/3) <e/2.
From Lemma 2.1, we have
Yn>1: EM"(t) < C(t).
So, the Chebyshev inequality yields
P( sup (Cr+2R(0)Cu(EM,(T) + My (T, w)))[tr —t2| = /3) <

[t1—t2 <3
< (Cr +4R(0)C,Crds)/(c/3) <e/2
for 03 = £2/(6(Cr + 4R(0)C,,Cr)). Therefore, for § = min(d1, 2, 93), we have

P( sup | X (ur,w) — Xy (ug,w)| > €) < P( sup  Cylup —uz| >¢/3)
[t1—t2| <6, ur —uz| <o |1 —uz|<d1

+P( sup |wy —wy,| >¢€/3)+P( sup (Cr+2R(0)Ci(EM,(T)+

[t —t2| <52 [t1—t2]<d3
M, (T,w)))t1 —t2] >€/3) <0+4+¢/2+¢/2=¢.
The lemma is proved.
Lemma 2.5. Let X; be a solution of (8), EMr < oco. Then

Vo >0 Be®MT < 400,
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Proof. Analogously to the proof of Lemma 2.1, we get

X, () — u] < Jwy| + /0 (CLROYEM, + M) + 1) + Cr)ds <

T
(18) < sup [wi|+ TC R(0)(Cr + 1)+ TCr + / CR(0) M, (w)ds.
t€[0,T) 0

After taking supremum by u and ¢ on both sides of the inequality, we get
t
My(w) < ((sup |wy| + TC1R(0)(C(T) + 1) +TCRr) + C#R(O)/ M (w)ds.
te[0,T] 0

Denote Cs = TC,R(0)(C(T) + 1) + TCg. Then, by Lemma 2.2,
My(w) < (supepo, ) [we| + Cp)eCrlO0t Hence,

Ya > 0 Ee®MT < 4o0.
The lemma is proved.
Lemma 2.6. Let X,Y be two solutions of Eq. (8). Suppose that
Ya > 0 Ee®sPreiomiuer [Xe(ww)=ul o 4o peosuPeio, 7y uer Vi(ww)—ul o 4 o0,
Then P(Vt € [0,T] Vu € R: Xi(u) = Yi(u)) = 1.
Proof. Denote

A(w) = sup |Xs(u)—u|+ sup |Ys(u)—u|, ge(w) = sup |Xs(u)— Ys(u)l.

s<t,ueR s<t,ueR s<t,ueR

Subtracting Eq. (8) for X from Eq. (8) for Y, analogously to the proof of Lemma 2.1,
we obtain
|Xt(u7w) - Y;f(’“w w)| S

(19) < / / (Cu(As(@) + (@) + 1)Q0) + Ca)(gs(w) + g+(@)) P(dD)ds.

Denote C7 = max(C,,Q(0),C,Q(0),Cq). After taking supremum by u € R, s € [0, ]
on both sides of inequality (19), we get

gu(w) < Cy / / (Aa(@)9s () + As(@)00(@) + As(@)g5 () + As(@)ga(w)+

9s(@) + gs(w)) P(dw)ds.
Denote Bs(w) = As(w) + 1. Then the last inequality yields

¢
g < 07/ (Bsgs + BsEgs + gsEBs + E(gsBs))ds.
0

Multiplying both sides by B; and additionally multiplying some terms on the right-hand
side by Bs(notice that Bs; > 1), we obtain

t
Btgt S C7Bt/ (Bsgs + BSE(QSBS) + BsgsEBs + EBsgs’)dS
0

Denote & = B:g:. Then

t
& < CgBt/ (BsE&s + EsEBg)ds.
0

Applying Lemma 2.2 to the function &, we get
t

t
& < CgBt/ BSEgsdsexp(CgBt/ EB.ds) <
0 0
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t
< CgBt/ ByE¢sdsexp (CsB/T(Cr +1)).
0

After taking expectation on both sides of the inequality and applying Gronwall’s lemma
to the function f(t) = E&;, we get E& < 0. The lemma is proved.

Lemma 2.7. There ezists a solution of Eq. (8) such that EMp < 4o0.

Proof. First, let us prove the weak existence. It follows from Lemma 2.4 that there ex-
ists a subsequence X" 1(k) (u,w) that is weakly convergent in C'([—1, 1] x [0, T]). Similarly,
there exists a subsubsequence X" 2(k) (u,w) that is weakly convergent in C'([—2,2]x[0,T]),
and so on. Using Cantor’s diagonal method, we choose a subsequence X" (k) (u,w) that
is weakly convergent on [—m,m] x [0,T] for every m > 1, i.e., th(k)(u,w) is conver-
gent in the topology of uniform convergence on compact sets. By Skorokhod’s repre-
sentation theorem (see [15], Section 1.6), there exists a probability space and random
elements (w™, X"™) such that the pair (w., X;"* (u)) is convergent almost surely
to (w., X¢(u)). To simplify the notation, we denote the obtained sequence by X*(u). We
verify now that X;(u) is a solution of (8).

Fatou’s lemma implies that, for any m > 0,

E sup | Xi(u,w)—ul < lilrgng sup | X7 (u, w) —u| < C(1).

u€[—m,m] uw€[—m,m]
By B. Levi’s theorem, we have

Esup | Xi(u,w) —u|= lim E sup |Xi(u,w)—u|<C().

u€[—m,m]

Denote
Mj'(w)=sup [X](u,w)—ul,
u€R,s€[0,t]
(20) A" = A (w,0) = Mp(w) + My (@) + M7 (w) + M7 (@).

We now prove that

/ot /Q /R b(X,(v,@) = X (u,w))pu(dv) P(dis)ds—

(21) /O /Q/Rb(xg(v,a) X7 (1, w)) () P(d5)ds — 0, 11— 00,

Using the definition of p,, we obtain that the left-hand side of (21) is equal to

/ot /Q /R B(X (0, @) = X, (10, 0)) Ty () P(di5) ds+

) [0 ] 0008 = X)) U 08) X7 ) ) Pl

It follows from the proof of Lemma 2.1 that

/Ot /Q /R b(X,(0,@) — Xo(u,w))|u(dv) P(da)ds < +oo.

Hence, the first integral in (22) tends to 0 as n — oo.

Divide the integral in Eq. (22) into three parts. Let I}* be the integral by [(—n) A (u —
a),u—a), let I} be the integral by [u —a,u+a], and let I} be the integral by (u+a, (u+
a) V n]. The constant 2R(0) is an integrable majorant for I%'; hence, I3 — 0, n — co. In
I3, the argument may be estimated as [b(X;(v,w) — X4 (u,w)) —b( X2 (v,w)— X (u,w))| <
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2R(0) for v < u+ A™, and |b(Xs(v, @) — Xs(u,w)) — b(X? (v, @) — X (u,w))| < 2R(v —
u— A") for v > u+ A" where A" is defined in (20). Suppose that 0 < « < a. Then

/ / DX (0,3) — X (1)) — BXD (0, 3) — X7 () (o) P(d5) <
[uta,(u+a)Vvn]

/ (Linca / QR(0—u— A" (dv) + Lansa(CuRO)(A" —a+ 1)+ Cr)) P(dD)
Q (u+a,(uta)Vvn]

< / / 2R(v — u — a)u(dv) P(dw)+
Q J(u+a,(uta)Vvn))
/QI(M;(&)+MT(G)ZQ—M;(w)—MT(w))Cu(MT( )+ Mr(w) + M7 (w) — Mr(w)))P(dw).

By Lebesgue’s dominated convergence theorem, the second term tends to 0 as a — oo
for every w. We now choose o« = a(w) so that the second term is less than £/4. Then we
select a = a(w) so that the first term is less than /4. Estimating I;, we obtain that, for
every w limsup,,_, IT + I3 < ¢, lim, o I3 = 0. Hence, limsup,, o IT +13 + 13 < ¢
Turning € to 0, we obtain lim, o 17 + I + I§ = 0. So, X¢(u,w) is a solution of Eq. (8).
Lemma 5 and the Yamada—Watanabe theorem imply that there exists a strong solution
of Eq. (8). The lemma is proved.

Theorem 2.1 follows from the proved lemmas.

The author is very grateful to A.Yu. Pilipenko for useful advices and the permanent
attention to this work.
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