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NEW RESULTS ON THE QUALITATIVE ANALYSIS OF SOLUTIONS
OF VIDEs BY THE LYAPUNOV – RAZUMIKHIN TECHNIQUE

НОВI РЕЗУЛЬТАТИ З ЯКIСНОГО АНАЛIЗУ РОЗВ’ЯЗКIВ IДРВ
ЗА МЕТОДИКОЮ ЛЯПУНОВА – РАЗУМIХIНА

A new mathematical model described by a Volterra integro-differential equation (VIDE) with constant delay is examined.
New agreeable conditions on the uniformly asymptotic stability, boundedness, and square integrability of solutions of the
VIDE are obtained by using the Lyapunov – Razumikhin technique. The established conditions improve some former results
and they are also nonlinear generalizations of these results. Moreover, they are weaker than some available results cited in
the bibliography of this paper. Two examples are presented to demonstrate applications of these results and the introduced
concepts. The use of the Lyapunov – Razumikhin technique leads to a significant difference and gives an advantage over
the related methods used in the books and papers cited in the bibliography.

Розглянуто нову математичну модель, що описується iнтегро-диференцiальним рiвнянням Вольтерра (IДРВ) зi ста-
лим запiзненням. За допомогою технiки Ляпунова – Разумiхiна отримано новi прийнятнi умови рiвномiрно асимпто-
тичної стiйкостi, обмеженостi та квадратичної iнтегровностi розв’язкiв цього IДРВ. Встановленi умови покращують
деякi попереднi результати, а також є їх нелiнiйними узагальненнями. Крiм того, вони слабшi, нiж деякi результа-
ти, доступнi в бiблiографiї цiєї статтi. Наведено два приклади, щоб продемонструвати можливе застосування цих
результатiв i введених концепцiй. Використання технiки Ляпунова – Разумiхiна приводить до значних вiдмiнностей
та надає певну перевагу порiвняно з вiдповiдними методами, що використовуються в книгах i статтях, наведених у
бiблiографiї.

1. Introduction. From the relevant literature, the effective methods or theories to investigate the
properties of solutions such as stability of solutions, exponential decay of solutions, boundedness
and convergence of solutions and so forth in different kinds of ordinary, functional or impulsive
differential equations are known as fixed point and perturbation methods, integral inequalities, the
second Lyapunov method, the Lyapunov – Razumikhin technique, the variations of parameters for-
mulas, etc. However, it can be seen from relevant literature that the presented methods or theories
are used intensively during discussion of the properties of solutions of that equations, except the Lya-
punov – Razumikhin technique. According to the information available from the relevant literature, in
generally, the Lyapunov – Razumikhin technique is very effectively used to discuss qualitative behav-
iors of solutions of impulsive DEs, however not in ODEs, IDEs or IDDEs (see Hale [8], Samoilenko
and Perestyuk [20], Zhou and Egorov [34]). Probably, the possible reason could brought up from
the nature of the problems in ODEs, IDEs or IDDEs for the mentioned concepts above. The proper
details of this fact is not our matter here.

The goal of this article is to discuss some dynamical properties of solutions of a sample of
nonlinear VIDEs with fixed delay by the Lyapunov – Razumikhin technique. The motivation of the
results of this paper comes from the books and the papers referenced in [2, 8, 13, 15, 32] (see also
[1, 3 – 7, 9 – 12, 14, 16 – 18, 21 – 31, 33 – 40] and the references therein). From this point, let us now
summarize a very close result on the qualitative behavior of a linear VIDE.
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Xu [33] investigated the uniformly asymptotic stability of the solutions of the below scalar linear
VIDE with infinite delay

𝑑𝑥

𝑑𝑡
= 𝑎(𝑡)𝑥 +

𝑡∫︁
−∞

𝐾(𝑡, 𝑠)𝑥(𝑠)𝑑𝑠 (1)

by the second Lyapunov method.
In this study, we view the subsequent VIDE of first order

𝑑𝑥

𝑑𝑡
= −𝑎(𝑡)𝑔1(𝑡, 𝑥) +

𝑡∫︁
𝑡−𝜏

𝐾(𝑡, 𝑠)𝑔2(𝑠, 𝑥(𝑠))𝑑𝑠 + 𝑓(𝑡, 𝑥) (2)

with

𝑥(𝑡0 + 𝜃) = 𝜑0(𝜃) ∀𝜃 ∈ [−𝜏, 0], 𝜏 > 0, 𝜏 ∈ R,

where 𝑥 ∈ R, R = (−∞,∞), 𝑎(𝑡) ∈ 𝐶(R+, (0,∞)), R+ = [0,∞), 𝑔1 ∈ 𝐶1(R+ × R,R),

𝑔1(𝑡, 0) = 0, and 𝑔2, 𝑓 ∈ 𝐶(R+ × R,R) with 𝑓(𝑡, 0) = 𝑔2(𝑠, 0) = 0, 𝐾 ∈ 𝐶(R+ × R+,R) and
𝜑0 ∈ 𝐶([−𝜏, 0],R).

To go forward, we assume that there is a function 𝑔0 ∈ 𝐶1(R+ ×R,R), which is represented by

𝑔0(𝑡, 𝑥) =

⎧⎪⎪⎨⎪⎪⎩
𝑔1(𝑡, 𝑥)

𝑥
, 𝑥 ̸= 0,

𝜕𝑔1(𝑡, 0)

𝜕𝑥
, 𝑥 = 0.

From this point, VIDE (2) possesses a form as follows:

𝑑𝑥

𝑑𝑡
= −𝑎(𝑡)𝑔0(𝑡, 𝑥)𝑥 +

𝑡∫︁
𝑡−𝜏

𝐾(𝑡, 𝑠)𝑔2(𝑠, 𝑥(𝑠))𝑑𝑠 + 𝑓(𝑡, 𝑥).

For 𝜑 ∈ [𝑡0− 𝜏, 𝑡0], where 𝑡0 ≥ 0 and 𝜑 is an initial function, let 𝑥(𝑡) = 𝑥(𝑡, 𝑡0, 𝜑) represent the
solution of VIDE (2) on (−∞,∞) such that 𝑥(𝑡) = 𝜑(𝑡) on [𝑡0 − 𝜏, 𝑡0]. Through the paper, without
mention, let 𝑥 denote 𝑥(𝑡).

We now compare VIDEs (1), (2) and clarify the contribution of this paper:
1. It is seen that VIDE (1) is linear and has a very simple form. However, our equation, VIDE

(2) is nonlinear and includes three nonlinear terms. This is an improvement from a linear IDE to a
nonlinear IDE.

2. Let us take 𝑡 − 𝜏 instead of −∞ as the lower limit of the integral in VIDE (1). Then,
from VIDEs (1) and (2), we observe that VIDE (2) involves VIDE (1). In fact, if 𝑔1(𝑡, 𝑥) = −𝑥,

𝑔2(𝑠, 𝑥(𝑠)) = 𝑥(𝑠) and 𝑓(𝑡, 𝑥) = 0, then VIDE (2) reduces to VIDE (1) discussed by Xu [33]. This
information yields an additional contribution to the results in the bibliography of this paper.

3. In [33], Xu studied the uniformly asymptotic stability of the trivial solution. However, here,
together with the uniformly asymptotic stability of trivial solution, we investigate the boundedness of
solutions at infinity and their square integrability by means of the Lyapunov – Razumikhin technique.
This discussion shows improvements and extensions done here.
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4. Through the results here, we employ the Lyapunov – Razumikhin technique to proceed the
proofs. To the best of information from the relevant literature, we did not find any paper on the
qualitative behaviors of IDEs and IDDEs of integer order, in which the Lyapunov – Razumikhin
technique was used therein. Here, we also see that how the Lyapunov – Razumikhin technique is one
of important and effective technique to do relative works on the qualitative properties of solutions.
This is the next contribution and originality of this work.

5. Through the proofs, we do not also use the Gronwall inequality. Hence, we can delete some
reasonless conditions through the past literature on IDEs, which are related to the topic of this paper.
Then we can obtain some former results, which are available in the database of the relevant literature,
under weaker conditions. Here, we would not like to compare and give some details on the behalf of
briefness. These are the further contributions to the results in the bibliography of this paper.

6. In Xu [33], it was given an example to validate the result therein without plotting the graphs
of the solutions. However, in this paper, we give an example to demonstrate the properties of the
trajectories of the solutions of VIDE (2), in particular case. This is a desirable application for any
paper on the concepts as they were introduced here.

2. Qualitative analysis of solutions. Let 𝑓(𝑡, 𝑥) = 0 in VIDE (2).
The basic assumptions for qualitative properties of VIDE (2) are given as follows.
A. Assumptions.
(A1) For some positive constant 𝛼0, we have

𝑔2(𝑡, 0) = 0, 𝑔2(𝑡, 𝑥) ̸= 0 if 𝑥 ̸= 0,
|𝑔2(𝑡, 𝑥)|

|𝑥|
≤ 𝛼0 (𝑥 ̸= 0) ∀𝑡 ∈ R+ ∀𝑥 ∈ R.

(A2) We have some positive constant 𝑘1 such that

2𝑎(𝑡)𝑔0(𝑡, 𝑥) − (1 + 𝛼2
0)

𝑡∫︁
𝑡−𝜏

|𝐾(𝑡, 𝑠)|𝑑𝑠 ≥ 𝑘1 ∀R+ ∀𝑥 ∈ R

with
𝑡∫︁

𝑡−𝜏

|𝐾(𝑡, 𝑠)|𝑑𝑠 < ∞.

Firstly, we state a theorem on the boundedness, uniformly asymptotic stability and integrability
for the solutions of nonlinear VIDE (2).

Theorem 1. We have the following results for VIDE (2) if assumptions (A1) and (A2) hold:
1) the zero solution of VIDE (2) is uniformly asymptotically stable;
2) the solutions of VIDE (2) are bounded when 𝑡 → ∞ and square integrable.
Proof. Define a LF Λ = Λ(𝑡, 𝑥) with

Λ(𝑡, 𝑥) = 𝑥2.

Next, it is derived
Λ(𝑡, 0) = 0

and
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Λ(𝑡, 𝑥) ≥ 𝑘0𝑥
2, 0 < 𝑘0 ≤ 1, 𝑘0 ∈ R. (3)

Differentiating the function Λ along VIDE (2) results in

𝑑Λ

𝑑𝑡
= 2𝑥𝑥′ = 2𝑥

⎡⎣−𝑎(𝑡)𝑔0(𝑡, 𝑥)𝑥 +

𝑡∫︁
𝑡−𝜏

𝐾(𝑡, 𝑠)𝑔2(𝑠, 𝑥(𝑠))𝑑𝑠

⎤⎦ =

= −2𝑎(𝑡)𝑔0(𝑡, 𝑥)𝑥2 + 2𝑥(𝑡)

𝑡∫︁
𝑡−𝜏

𝐾(𝑡, 𝑠)𝑔2(𝑠, 𝑥(𝑠))𝑑𝑠 ≤

≤ −2𝑎(𝑡)𝑔0(𝑡, 𝑥)𝑥2 + 2|𝑥|
𝑡∫︁

𝑡−𝜏

|𝐾(𝑡, 𝑠)||𝑔2(𝑠, 𝑥(𝑠))|𝑑𝑠 ≤

≤ −2𝑎(𝑡)𝑔0(𝑡, 𝑥)𝑥2 +

𝑡∫︁
𝑡−𝜏

|𝐾(𝑡, 𝑠)|[𝑥2(𝑡)) + 𝑔22(𝑠, 𝑥(𝑠))]𝑑𝑠 =

= −2𝑎(𝑡)𝑔0(𝑡, 𝑥)𝑥2 + 𝑥2(𝑡)

𝑡∫︁
𝑡−𝜏

|𝐾(𝑡, 𝑠)|𝑑𝑠 +

𝑡∫︁
𝑡−𝜏

|𝐾(𝑡, 𝑠)|𝑔22(𝑠, 𝑥(𝑠))𝑑𝑠.

Employing assumption (A1), that is,

|𝑔2(𝑡, 𝑥)| ≤ 𝛼0|𝑥|,

we derive

𝑑Λ

𝑑𝑡
≤ −

⎡⎣2𝑎(𝑡)𝑔0(𝑡, 𝑥) −
𝑡∫︁

𝑡−𝜏

|𝐾(𝑡, 𝑠)|𝑑𝑠

⎤⎦𝑥2(𝑡) + 𝛼2
0

𝑡∫︁
𝑡−𝜏

|𝐾(𝑡, 𝑠)|𝑥2(𝑠)𝑑𝑠. (4)

For the next step, we benefit from the Lyapunov – Razumikhin technique (see [8, 20, 34]).
Hence, let

Λ(𝑡 + 𝑠, 𝑥(𝑡 + 𝑠)) < Λ(𝑡, 𝑥(𝑡)) ∀𝑠 ∈ [−𝜏, 0).

By this inequality, we have

[𝑥(𝑡 + 𝑠)]2 < [𝑥(𝑡)]2 ∀𝑠 ∈ [−𝜏, 0).

Note the following term:

𝛼2
0

𝑡∫︁
𝑡−𝜏

|𝐾(𝑡, 𝑠)|𝑥2(𝑠)𝑑𝑠,

which is included in the inequality (4).
We now apply this integration the transformation 𝑠−𝑡 = 𝜉 . Then it follows that 𝑑𝑠 = 𝑑𝜉 . Hence,

if 𝑠 = 𝑡− 𝜏, then 𝜉 = −𝜏 . Similarly, if 𝑠 = 𝑡, then 𝜉 = 0. For this reason, it is followed that
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𝛼2
0

𝑡∫︁
𝑡−𝜏

𝑥2(𝑠)|𝐾(𝑡, 𝑠)|𝑑𝑠 = 𝛼2
0

0∫︁
−𝜏

𝑥2(𝑡 + 𝜉)|𝐾(𝑡, 𝑡 + 𝜉)|𝑑𝜉 ≤

≤ 𝛼2
0

0∫︁
−𝜏

𝑥2(𝑡)|𝐾(𝑡, 𝑡 + 𝜉)|𝑑𝜉 = 𝛼2
0𝑥

2(𝑡)

0∫︁
−𝜏

|𝐾(𝑡, 𝑡 + 𝜉)|𝑑𝜉 =

= 𝛼2
0𝑥

2(𝑡)

𝑡∫︁
𝑡−𝜏

|𝐾(𝑡, 𝑠)|𝑑𝑠. (5)

Hence, from (4) and (5), we observe that

𝑑Λ

𝑑𝑡
≤ −

⎡⎣2𝑎(𝑡)𝑔0(𝑡, 𝑥) − (1 + 𝛼2
0)

𝑡∫︁
𝑡−𝜏

|𝐾(𝑡, 𝑠)|𝑑𝑠

⎤⎦𝑥2. (6)

By the inequality (6) and assumption (A2), it is seen that

𝑑Λ

𝑑𝑡
≤ −𝑘1𝑥

2.

The above analysis allows that the trivial solution of VIDE (2) is stable.
We now view a set represented by

𝑆 :=

{︂
𝑥 :

𝑑Λ

𝑑𝑡
(𝑥) = 0

}︂
.

Then
𝑑Λ

𝑑𝑡
(𝑥) = 0 if and only if 𝑥 = 0.

For this step, we put 𝑥 = 0 in VIDE (2) when 𝑓(𝑡, 𝑥) = 0 This leads 𝑔2(𝑡, 0) = 0. Since 𝑔2(𝑡, 𝑥) ̸= 0

if 𝑥 ̸= 0, then 0 ∈ 𝑆 . Therefore, clearly, it is derived that the largest invariant set of 𝑆 is zero by
the LaSalle invariance principle (see [19]). Hence, it is confirmed that the trivial solution of VIDE
(2) is uniformly asymptotically stable. This result finishes the proof of Theorem 1.

We now observe that
𝑑Λ

𝑑𝑡
≤ 0. If calculate the integration of this inequality, we find

Λ(𝑡, 𝑥) ≤ Λ(𝑡0, 𝑥(𝑡0)) ∀𝑡 ≥ 𝑡0.

It now is evident that

Λ(𝑡, 0) = 0, Λ(𝑡0, 𝑥(𝑡0)) = 𝑥2(𝑡0) = 𝜃0 > 0, 𝜃0 ∈ R,

in which 𝑥(𝑡0) ̸= 0.
On the account of the discussion above, we can write

𝑘0𝑥
2 ≤ Λ(𝑡0, 𝑥(𝑡0)) = 𝜃0.

Next,
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|𝑥(𝑡)| ≤
√︁
𝑘−1
0 𝜃0 ∀𝑡 ≥ 𝑡0.

From the inequalities above, we confirm that

lim
𝑡→∞

|𝑥(𝑡)| ≤ lim
𝑡→∞

√︁
𝑘−1
0 𝜃0 =

√︁
𝑘−1
0 𝜃0,

which verifies that the solutions of nonlinear VIDE (2) are bounded when 𝑡 → ∞.

On the other hand, by the integration of
𝑑Λ

𝑑𝑡
≤ −𝑘1𝑥

2, we get

Λ(𝑡, 𝑥) ≤ Λ(𝑡0, 𝑥(𝑡0)) − 𝑘1

𝑡∫︁
𝑡0

𝑥2(𝑠)𝑑𝑠.

Hence, we see that

𝑘1

𝑡∫︁
𝑡0

𝑥2(𝑠)𝑑𝑠 ≤ Λ(𝑡, 𝑥) + 𝑘1

𝑡∫︁
𝑡0

𝑥2(𝑠)𝑑𝑠 ≤ Λ(𝑡0, 𝑥(𝑡0)) = 𝜃0.

Thus, we can observe
∞∫︁

𝑡0

𝑥2(𝑠)𝑑𝑠 ≤ 𝑘−1
1 𝜃0 < ∞,

that is, 𝑥 ∈ 𝐿2[0,∞). The inequality above completes the proof of Theorem 1.
Let 𝑓(𝑡, 𝑥) ̸= 0.

In our coming result, Theorem 2, we will give a boundedness result related to the nonlinear
VIDE (2), when 𝑓(𝑡, 𝑥) ̸= 0.

B. Assumptions.
(A3) Let ℎ ∈ 𝐶(R+,R) such that

|𝑓(𝑡, 𝑥)| ≤ 2−1|ℎ(𝑡)||𝑥|,

where the function |ℎ(𝑡)| is integrable for 𝑡 ≥ 𝑡0, that is,

∞∫︁
𝑡0

|ℎ(𝑠)|𝑑𝑠 < ∞.

Theorem 2. The solutions of nonlinear VIDE (2) are bounded when 𝑡 → ∞ if assumptions (A1) –
(A3) hold.

Proof. We can easily obtain

𝑑Λ

𝑑𝑡
(𝑡, 𝑥) ≤ 2𝑓(𝑡, 𝑥)𝑥 ≤ |ℎ(𝑡)|𝑥2 ≤ |ℎ(𝑡)|Λ(𝑡, 𝑥)

if assumptions (A1) – (A3) of Theorem 2 hold.
Next, we derive
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𝑑Λ(𝑡, 𝑥)

Λ(𝑡, 𝑥)
≤ |ℎ(𝑡)|𝑑𝑡.

Later, by integration on the interval [𝑡0, 𝑡], we have

𝑡∫︁
𝑡0

𝑑Λ(𝑠, 𝑥(𝑠))

Λ(𝑠, 𝑥(𝑠))
𝑑𝑠 ≤

𝑡∫︁
𝑡0

|ℎ(𝑠)|𝑑𝑠.

From this point, it is noted that

Λ(𝑡, 𝑥) ≤ Λ(𝑡0, 𝑥(𝑡0)) exp

⎡⎣ 𝑡∫︁
𝑡0

ℎ(𝑠)𝑑𝑠

⎤⎦.
Next, it clear that

Λ(𝑡, 𝑥) ≤ 𝑥2(𝑡0) exp

⎛⎝ ∞∫︁
𝑡0

|ℎ(𝑠)|𝑑𝑠

⎞⎠.

Since
∞∫︁

𝑡0

|ℎ(𝑠)|𝑑𝑠 < ∞,

let
∞∫︁

𝑡0

|ℎ(𝑠)|𝑑𝑠 = ℎ0 < ∞, ℎ0 > 0, ℎ0 ∈ R.

Then

𝑥2(𝑡0) exp

⎛⎝ ∞∫︁
𝑡0

|ℎ(𝑠)|𝑑𝑠

⎞⎠ = 𝜃0 exp(ℎ0).

Let 𝑀 = 𝜃0 exp(ℎ0) > 0. For the coming step, consequently, we derive

𝑥2(𝑡) = Λ(𝑡, 𝑥) ≤ Λ(𝑡0, 𝑥(𝑡0)) exp

⎡⎣ ∞∫︁
𝑡0

ℎ(𝑠)𝑑𝑠

⎤⎦ = 𝑀.

Thus,
|𝑥(𝑡)| ≤

√
𝑀 as 𝑡 → ∞.

The inequality above proves the claim of Theorem 2.
3. Numerical applications.
Example 1. We have the following scalar nonlinear VIDE of first order when 𝑓(𝑡, 𝑥) = 0:

𝑑𝑥

𝑑𝑡
= −101𝑥− sin𝑥 +

1

100

𝑡∫︁
𝑡−1

exp(−(𝑡− 𝑠))
sin𝑥(𝑠)

20 + 𝑠2 + 𝑥2(𝑠)
𝑑𝑠, 𝑡 ≥ 1. (7)

Hence, by comparison VIDE (7) with VIDE (2), we can observe the following formulae:
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𝜏 = 1, 𝑎(𝑡) = 1, 𝑔1(𝑡, 𝑥) = 101𝑥 + sin𝑥,

𝑔0(𝑡, 𝑥) = 101 +
sin𝑥

𝑥
≥ 100, 𝑥 ̸= 0,

𝐾(𝑡, 𝑠) =
1

100
exp(−(𝑡− 𝑠)), 𝑡 ≥ 𝑠,

𝑡∫︁
𝑡−𝜏

|𝐾(𝑡, 𝑠)|𝑑𝑠 =
1

100

𝑡∫︁
𝑡−1

exp(−(𝑡− 𝑠))𝑑𝑠 =
1

100

(︂
1 − 1

𝑒

)︂
< 1 < ∞,

𝑔2(𝑡, 0) = 0, |𝑔2(𝑡, 𝑥)| =
| sin𝑥|

20 + 𝑠2 + 𝑥2
≤ |𝑥|

20 + 𝑠2 + 𝑥2
≤ 1

20
|𝑥|, 𝛼0 =

1

20
,

and

2𝑎(𝑡)𝑔0(𝑡, 𝑥) − (1 + 𝛼2
0)

𝑡∫︁
𝑡−𝜏

|𝐾(𝑡, 𝑠)|𝑑𝑠 =

= 200 −
(︂

1 +
1

400

)︂
1

100

𝑡∫︁
𝑡−1

exp(−(𝑡− 𝑠))𝑑𝑠 ≥

≥ 200 −
(︂

1 +
1

400

)︂
1

100

(︂
1 − 1

𝑒

)︂
=

= 200 − 401

40000

(︂
1 − 1

𝑒

)︂
∼= 199.9 = 𝜌 > 0.

Define a Lyapunov function as follows:

Λ1(𝑡, 𝑥) =
1

2
𝑥2.

For this step, the time derivative of Λ1(𝑡, 𝑥) along nonlinear VIDE (7) gives

𝑑

𝑑𝑡
Λ1(𝑡, 𝑥) = −101𝑥2 − 𝑥 sin𝑥 +

1

100
𝑥(𝑡)

𝑡∫︁
𝑡−1

exp(−(𝑡− 𝑠))
sin𝑥(𝑠)

20 + 𝑠2 + 𝑥2(𝑠)
𝑑𝑠.

Taking into consideration the above estimates and utilizing a simple inequality, we get

𝑑

𝑑𝑡
Λ1(𝑡, 𝑥) ≤ −100𝑥2 +

1

100
|𝑥(𝑡)|

𝑡∫︁
𝑡−1

exp(−(𝑡− 𝑠))
| sin𝑥(𝑠)|

20 + 𝑠2 + 𝑥2(𝑠)
𝑑𝑠 ≤

≤ −100𝑥2 +
1

2000
|𝑥(𝑡)|

𝑡∫︁
𝑡−1

exp(−(𝑡− 𝑠))| sin𝑥(𝑠)|𝑑𝑠 ≤
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≤ −100𝑥2 +
1

2000
|𝑥(𝑡)|

𝑡∫︁
𝑡−1

exp(−(𝑡− 𝑠))|𝑥(𝑠)|𝑑𝑠 ≤

≤ −100𝑥2 +
1

1000

𝑡∫︁
𝑡−1

2|𝑥(𝑡)||𝑥(𝑠)|𝑑𝑠 ≤

≤ −100𝑥2 +
1

1000

𝑡∫︁
𝑡−1

[︀
𝑥2(𝑡) + 𝑥2(𝑠)

]︀
𝑑𝑠 ≤

≤ −
[︂
100 − 1

1000

]︂
𝑥2(𝑡) +

1

1000

𝑡∫︁
𝑡−1

𝑥2(𝑠)𝑑𝑠 ≤

≤ −(99.999)𝑥2(𝑡) +
1

1000

𝑡∫︁
𝑡−1

𝑥2(𝑠)𝑑𝑠. (8)

By the Lyapunov – Razumikhin technique [8, 20, 34], we observe

Λ1(𝑡, 𝑥(𝑡)) > Λ1(𝑡 + 𝑠, 𝑥(𝑡 + 𝑠)) ∀𝑠 ∈ [−1, 0).

Consequently,
1

2
[𝑥(𝑡)]2 >

1

2
[𝑥(𝑡 + 𝑠)]2 ∀𝑠 ∈ [−1, 0).

We now note the last term in (8) as follows:

𝑡∫︁
𝑡−1

𝑥2(𝑠)𝑑𝑠.

Applying this integration the transformation 𝑠 − 𝑡 = 𝜉 . Then, it follows that 𝑑𝑠 = 𝑑𝜉 . Hence, if
𝑠 = 𝑡− 1, then 𝜉 = −1. As before, if 𝑠 = 𝑡, then 𝜉 = 0. Hence, from the inequality (8), we deduce
the following relations:

𝑑

𝑑𝑡
Λ1(𝑡, 𝑥) ≤ −(99.999)𝑥2(𝑡) +

1

1000

0∫︁
−1

𝑥2(𝑡 + 𝜉)𝑑𝜉 ≤

≤ −(99.999)𝑥2(𝑡) +
1

1000

0∫︁
−1

𝑥2(𝑡)𝑑𝜉 =

= −
[︂
(99.999) − 1

1000

]︂
𝑥2(𝑡) = −(98.999)𝑥2 ≤ 0. (9)

By the above estimates, we can reach to a decision that the zero solution of nonlinear VIDE (7) is
asymptotically stable. On the same time, it is also uniformly asymptotically stable.
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Indeed, from the last inequality, we have

𝑑

𝑑𝑡
Λ1(𝑡, 𝑥) ≤ −(98.999)𝑥2 = −1

2
(98.999)Λ1(𝑡, 𝑥).

Integrating this inequality, we get

Λ1(𝑡, 𝑥) ≤ Λ1(𝑡0, 𝜑(𝑡0)) exp

[︂
−1

2
(98.999)(𝑡− 𝑡0)

]︂
, 𝑡 ≥ 𝑡0.

Let 0 < 𝑘 <
1

2
and take

Λ1(𝑡0, 𝜑(𝑡0)) = 𝑘0, 𝑘0 > 0, 𝑘0 ∈ R.

Then

𝑘
⃒⃒
𝑥(𝑡, 𝑡0, 𝜑)

⃒⃒2 ≤ Λ1(𝑡, 𝑥) ≤ Λ1(𝑡0, 𝜑(𝑡0)) exp

[︂
−1

2
(98.999)(𝑡− 𝑡0)

]︂
, 𝑡 ≥ 𝑡0,

so that ⃒⃒
𝑥(𝑡, 𝑡0, 𝜑)

⃒⃒
≤

√︁
𝑘0𝑘−1 exp

[︀
− 2−1(98.999)(𝑡− 𝑡0)

]︀
, 𝑡 ≥ 𝑡0.

Taking the limit of the former inequality when 𝑡 → ∞, we obtain

lim
𝑡→∞

⃒⃒
𝑥(𝑡, 𝑡0, 𝜑)

⃒⃒
≤ lim

𝑡→∞

√︀
𝑘0𝑘−1𝑘0𝑘−1 exp(−𝜌(𝑡− 𝑡0)) = 0.

By the above reason, we have
lim
𝑡→∞

⃒⃒
𝑥(𝑡, 𝑡0, 𝜑)

⃒⃒
= 0.

This result and the discussion done above therefore complete the proof of the asymptotic stability of
the trivial solution of VIDE (2). Next, we can say that the trivial solution of nonlinear VIDE (7) is
also uniformly asymptotically stable.

Moreover, in addition to these results, we know that Λ1(𝑡, 𝑥) is a decreasing function. An
integration of the inequality (9) from 𝑡0 to 𝑡 yields

Λ1(𝑡, 𝑥) − Λ1(𝑡0, 𝜑(𝑡0)) ≤ −(98.999)

𝑡∫︁
𝑡0

𝑥2(𝑠)𝑑𝑠.

Hence,

𝑡∫︁
𝑡0

𝑥2(𝑠)𝑑𝑠 ≤ (98.999)−1Λ1(𝑡0, 𝜑(𝑡0)) − (98.999)−1Λ1(𝑡, 𝑥) ≤

≤ (98.999)−1Λ1(𝑡0, 𝜑(𝑡0)) = (98.999)−1𝑘0.

In this case, we can conclude that

∞∫︁
𝑡0

𝑥2(𝑠)𝑑𝑠 ≤ (98.999)−1𝑘0 < ∞.

Thus, we can say that the solutions of nonlinear VIDE (7) are square integrable. Figure 1 shows the
behaviors of the trajectories of the solutions of VIDE (7).
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x(t),  x(l) = 1
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x(t),  x(l) = –2

Fig. 1. Behaviors of the trajectories of the solution 𝑥(𝑡) of VIDE (7) for 𝜏 = 1 and different
initial values.

Example 2. We now modify the scalar nonlinear VIDE (7) when 𝑓(𝑡, 𝑥) ̸= 0 as follows:

𝑑𝑥

𝑑𝑡
= −101𝑥− sin𝑥 +

1

100

𝑡∫︁
𝑡−1

exp(−(𝑡− 𝑠))
sin𝑥(𝑠)

20 + 𝑠2 + 𝑥2(𝑠)
𝑑𝑠+

+
1

2

(︂
sin𝑥

1 + 𝑡2 + 𝑥2

)︂
, 𝑡 ≥ 1. (10)

Then it is clear that

𝑓(𝑡, 𝑥) =
1

2

(︂
sin𝑥

1 + 𝑡2 + 𝑥2

)︂
.

From this point, we know that the discussion for the functions in Example 1 is valid for VIDE (10)

except the term 𝑓(𝑡, 𝑥) =
1

2

sin𝑥

1 + 𝑡2 + 𝑥2
.

Then, for this case differentiating Λ1(𝑡, 𝑥) along nonlinear VIDE (10), we can obtain

𝑑

𝑑𝑡
Λ1(𝑡, 𝑥) ≤ −(98.999)𝑥2 +

𝑥 sin𝑥

1 + 𝑡2 + 𝑥2
≤

≤ |𝑥|| sin𝑥|
1 + 𝑡2 + 𝑥2

≤ 𝑥2

1 + 𝑡2
=

2

1 + 𝑡2
Λ1(𝑡, 𝑥).

Hence, an integration gives

Λ1(𝑡, 𝑥(𝑡)) ≤ Λ1(𝑡0, 𝑥(𝑡0)) exp

⎛⎝ 𝑡∫︁
𝑡0

2

1 + 𝑠2
𝑑𝑠

⎞⎠ ≤
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Fig. 2. Behaviors of the trajectories of the solution 𝑥(𝑡) of VIDE (10) for 𝜏 = 1 and
different initial values.

≤ Λ1(𝑡0, 𝑥(𝑡0)) exp

⎛⎝ ∞∫︁
𝑡0

2

1 + 𝑠2
𝑑𝑠

⎞⎠ =

= Λ1(𝑡0, 𝑥(𝑡0)) exp(𝜋 − 2 arctan 𝑡0) = 𝑁, 𝑁 > 0, 𝑁 ∈ R,

for all 𝑡 ≥ 𝑡0 provided that Λ1(𝑡0, 𝑥(𝑡0)) ̸= 0. By the last inequality and the above information, we
have

1

2
𝑥2(𝑡, 𝑡0, 𝑥0) = Λ1(𝑡, 𝑥(𝑡)) ≤ Λ1(𝑡0, 𝑥(𝑡0)) exp(𝜋 − 2 arctan 𝑡0) = 𝑁.

Thus, we get
|𝑥(𝑡, 𝑡0, 𝑥0)| ≤ 2𝑁.

Taking the limit as 𝑡 → ∞, we obtain

lim
𝑡→∞

|𝑥(𝑡, 𝑡0, 𝑥0)| ≤ lim
𝑡→∞

√
2𝑁 =

√
2𝑁.

Figure 2 shows the boundedness behaviors of the trajectories of the solutions of VIDE (10).
Remark 1. In the relevant literature, one of the most powerful method to investigate the numerous

qualitative properties of trajectories of solutions of ODEs, functional DEs, IEs, IDEs, IDDEs, partial
DEs, etc., without solving that equations is the second Lyapunov method. During the investigation(s),
whilst using this method, it is needed to construct an appropriate Lyapunov function or functional,
which is positive definite such that its time derivative along the solutions of the considered equation is
negative semidefinite, negative definite or positive definite. Hence, it can be determined the stability,
instability, asymptotically stability, uniformly asymptotically stability, convergence, boundedness,
integrability, globally existence and so on of the solutions without any prior information of solutions.
Further, in proof(s) of proper results on that concepts, most of times, it is needed to benefit from
the Gronwall inequality in derivative of proper Lyapunov function(s) or functional(s) to proceed
the proofs. Hence, it can be reached a possible decision on the qualitative properties of solutions
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for equation(s) considered. However, rarely, without the application of the Gronwall inequality,
we can conclude the same results. This case depends on function or functional used through the
proof(s), proper assumptions and technique used therein. For example, in the proofs of Theorems 1,
2, Examples 1 and 2 we did not use this inequality. This fact leads some advantages and weaker
assumptions.

4. Conclusion. We consider a VIDE with constant delay. The uniformly asymptotically stability
of solutions, boundedness of solutions as 𝑡 → ∞ and square integrability of solutions are discussed
by using the Lyapunov – Razumikhin technique. Two examples are given to validate our results.
Moreover, it is avoided to use the Gronwall inequality in Theorems 1 and 2, Examples 1 and 2.
This case leads to delete some reasonless conditions [1 – 7, 9 – 12, 15 – 18, 22 – 31, 33]. The obtained
results have weaker conditions, and they allow some new contributions to the literature, improve
and generalize the results of Xu [33] and that can be available in the bibliography of this paper.
Finally, using the Lyapunov – Razumikhin technique shows a significant difference and advantage of
this paper than the related ones in the bibliography of this paper.
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36. C. Tunç, A. K. Golmankhaneh, On stability of a class of second alpha-order fractal differential equations, AIMS
Mathematics, 5, № 3, 2126 – 2142 (2020).
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