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TWO DIFFERENT SEQUENCES OF INFINITELY MANY HOMOCLINIC
SOLUTIONS FOR A CLASS OF FRACTIONAL HAMILTONIAN SYSTEMS

JABI PI3HI HECKIHYEHHI ITOC/IIAOBHOCTI TOMOKJITHIYHUX
PO3B’A3KIB /I KJIACY JPOBOBUX TAMIJIbBTOHOBUX CUCTEM

We consider the problem of existence of infinitely many homoclinic solutions for the following fractional Hamiltonian
systems:

— D2 (D2 (1)) — L(D)a(t) + VW (L, z(t)) = 0,
(FHS)
x e H" (R, ]RN),

1 . . . . .
where a € > 1|, teR, z € RY, and _ooD$ and D2, are the left and right Liouville — Weyl fractional derivatives

of order o on the whole axis R, respectively. The novelty of our results is that, under the assumption that the nonlinearity
w et (R x RN, R) involves a combination of superquadratic and subquadratic terms, for the first time, we show that
(FHS) possesses two different sequences of infinitely many homoclinic solutions via the Fountain theorem and the dual
Fountain theorem such that the corresponding energy functional of (FHS) goes to infinity and zero, respectively. Some
recent results available in the literature are generalized and significantly improved.

Po3rnstHyTO MUTAaHHS PO iCHYBaHHS HECKIHYEHHOI KITBKOCTI TOMOKTIHIYHUX PO3B’SI3KiB I TAKUX APOOOBUX TaMiIETOHO-
BUX CHCTEM:

s DX (oo DEa(t)) — L(t)x(t) + VW (L, 2(1)) = 0,
(FHS)
e H” (R, ]RN),

1 . . . - . . RS N
e a € (5, 1] JteR, z € RY, a D¢ i ;DS — BigmosigHo nisi Ta npasi apo6osi moximmi Jliysimns — Beiins mopsaaxy

o Ha Beiit oci R. HoBH3HA OTPHMAHHX pe3y/IbTaTiB HONATAE B TOMY, IO Y BHIIAJKY, KONX Heniniinicts W € C* (R xRV, ]R)
MICTUTh KOMOIHAIIIIO CyTIePKBaApaTHYHKX 1 CyOKBaIpaTUMHUX WICHIB, YIIEpIIE MOKA3aHO 3a IOMOMOror TeopeMu DoHTeHa
ta pyansHol Teopemu Ponrena, mo (FHS) micturs ABI pi3HI HECKIHYEHHI MOCTIJOBHOCTI TOMOKJIIHIYHAX PO3B’S3KIB
Taki, 010 BiAMOBiTHUK eHepreTnyHuil ¢pyHkmioHan (FHS) npsamye mo HeckiHdeHHOCTI Ta Hyss, BitnoBigHo. Jesaxi octaHHi
pe3yibTaTy, BiJOMI 3 JIITepaTypy, y3araJbHEHO Ta 3HAYHO MOKPAIIEHO.

1. Introduction. In this work, we consider the following nonperiodic fractional Hamiltonian systems:

—t DS (oo Dy (1)) = L(t)2(t) + VW (¢, 2(1)) = 0,
(FHS)
z € H*(R,RY),
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1
where a € (2, 1], teR, z € RV, —ooDf¥ and (DS, are left and right Liouville— Weyl fractional

derivatives of order o on the whole axis R, respectively, L € C(R, RN 2) is a symmetric matrix,
W e C'(R x RN, R) and VW (¢, z) is the gradient of W (¢, ) at x.

Hamiltonian systems are a significant field of nonlinear functional analysis, since they arise
in phenomena that are studied in several fields of applied science such as physics, astronomy,
chemistry, biology, engineering and other fields of science. Since Newton wrote the differential
equation describing the motion of the planet and derived the Kepler ellipse as its solution, the
complex dynamical behavior of the Hamiltonian system has attracted a wide range of mathematicians
and physicists. The variational methods to investigate the Hamiltonian system were first used by
Poincaré, who used the minimal action principle of the Jacobi form to study the closed orbits of a
conservative system with two degrees of freedom. Ambrosetti and Rabinowitz in [2] proved “Mountain
pass theorem”, “Saddle point theorem”, “Linking theorem” and a series of a very important minimax
form of the critical point theorem. The study of Hamiltonian systems makes a significant breakthrough,
due to a critical point theory. Critical point theorem was first used by Rabinowitz [23] to obtain the
existence of periodic solutions for first order Hamiltonian systems, while the first multiplicity result
is due to Ambrosetti and Zelati [3]. Since then there exists large number of literatures on the use of
the critical point theory and variational methods to prove the existence of solutions to Hamiltonian
systems (see, for example, [4, 7, 8, 23, 24] and the references therein).

Also, fractional calculus has received an increased popularity and importance in the past decades to
describe long-memory processes. For more details, we refer the reader to the monographs [1, 16, 20],
the articles [5, 15, 17] and the references therein. Recently, the critical point theory has become an
effective tool in studying the existence of solutions to fractional differential equations by constructing
fractional variational structures. In [18], Jiao and Zhou were the first who used the critical point
theory to study the existence of solutions to this fractional boundary-value problem

(D& (oD (t)) = VIW(L,z(t), ae. tel0,T],
z(0) = z(T),

1
where o € 3 1), z e RV, W e Cl([O,T] x RN ,]R) and obtained the existence of at least
one nontrivial solution. Next, Jiao and Zhou in [19] considered a class of fractional boundary-value
problems

i(;oDFﬁ(f(ﬂ) e D%B(w’(tﬁ) + F(t,a(t)) =0, ae tel0,T),

x(0) = z(T) = 0.

They established the variational structure and obtained various criteria on the existence of solutions.
Motivated by the above works, more and more authors began considering fractional Hamiltonian
systems (see [6, 7, 13, 25, 26]). For example, Torres in [25] showed that (FHS) possesses at least
one nontrivial solution via Mountain pass theorem, by assuming that I and W satisfy the following
hypotheses:
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(L) L € C(R,RN 2) is a positive definite symmetric matrix for all ¢ € R and there exists an
1 € C(R,(0,00)) such that [(t) — 0o as [t| — co and L(t)xx > I(t)|z|? forall t € R, z € RY;
(W1) |[VW(t,z)| = o(|z|) as |z — O uniformly in ¢ € R;
(W2) there exists W € C(RY,R) such that
)

W (t,z)| + VW (t,2)| < [W(x)| V(tz) € RxRY;
(W3) there exists a constant g > 2 such that
0<uW(t,z) < VW(t,z)x VteR, zecRV\{0}

A strong motivation for investigating (FHS) comes from fractional advection-dispersion equation
(ADE). This is a generalization of the classical ADE in which the second-order derivative is replaced
with a fractional-order derivative. In contrast to the classical ADE, the fractional ADE has solutions
that resemble the highly skewed and heavy-tailed breakthrough curves observed in field and laboratory
studies (see [10, 11]). In particular, in contaminant transport of ground-water flow see [11]. Benson
et al. stated that solutes moving through a highly heterogeneous aquifer violations violates the basic
assumptions of the local second-order theories because of large deviations from the stochastic process
of Brownian motion.

Definition 1.1. We call that a solution x of systems (FHS) is homoclinic (to 0) if z(t) — 0 as
|t| = oo. In addition, if x # 0 then x is called a nontrivial homoclinic solution.

In (FHS), if a = 1, then it reduces to the following second-order Hamiltonian system:

i— L(t)z + VW (t,z) = 0. (HS)

It is well-known that the existence of homoclinic solutions for Hamiltonian systems and their
importance in the study of the behavior of dynamical systems has been recognized from Poincaré
[22]. They may be “organizing centers” for the dynamics in their neighborhood. From their existence
one may, under certain conditions, infer the existence of chaos nearby or the bifurcation behavior of
periodic orbits. During the past two decades, with the works of [21] and [23] variational methods and
critical point theory have been successfully applied for the search of the existence and multiplicity of
homoclinic solutions of (HS).

Assuming that L(t) and W (¢, z) are independent of ¢ or periodic in ¢, many authors have studied
the existence of homoclinic solutions for (HS) (see, for example, [3, 14, 23] and the references
therein). In this case, the existence of homoclinic solutions can be obtained by going to the limit
of periodic solutions of approximating problems. If L(¢) and W (¢, z) are neither autonomous nor
periodic in ¢, the problem of existence of homoclinc solutions of (HS) is quite different from the ones
just described, because the lack of compactness of Sobolev embedding, such as [14, 21, 24] and the
references mentioned there.

Assumption (W3) is the so-called global Ambrosetti —Rabinowitz condition, which implies that
W (t,x) is of superquadratic growth as |z| — oco. Motivated by [25], in [13], Chen et al. gave some
more general superquadratic conditions on W (¢, x) and obtained that (FHS) possesses infinitely many
nontrivial solutions. For the case that W (¢, z) is subquadratic as |z| — oo, Zhang and Yuan in [26]
established some new criterion to guarantee the existence of infinitely many solutions of (FHS).
Moreover, in [27], Zhang and Yuan investigate the case that the nonlinearity W (¢, z) involves a
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combination of superquadratic and subquadratic terms but W (¢, z) does not change in sign. That is,
W(t,x) = Wi(t,x) + Wa(t, x),

where Wi (t,x), Wa(t,z) > 0 for all (t,z) € R x RN, Wi(t,z) is superquadratic as |z| — oo,
Wh(t,z) is of subquadratic growth at infinity and, under some others reasonable assumptions on
L(t), Wi(t,x) and Wh(t,z) they proved the existence of at least two nontrivial solutions of (FHS)
but the existence of infinitely many solutions of (FHS) remains an open question (see [27, p. 5]).

Motivated by the works mentioned above, in this paper we investigate the case that the nonlinearity
W (t,x) involves a combination of superquadratic and subquadratic terms and we prove the existence
of two different sequence of infinitely many homoclinic solutions (z3) and (yi) via the Fountain
theorem and the dual Fountain theorem such that the corresponding energy functional of (FHS) goes
to infinity and zero, respectively. More precisely, we consider the following assumptions:

(H1) W(t,z) = Wi(t,z) + Wa(t, x), where Wy, Wy € C*(R x RV, R) are even in x;
(H2) there exists a constant ;> 2 such that

0 < uWi(t,z) < VWi(t,z)z VteR, zeRN\{0};

(H3) ’VWl(t,x)} = o(|x|) as |z| — O uniformly with respect to ¢ € R, and for all (t,z) €
€ R x RY, there exists some constant C' > 0 such that

IVWi(t,z)| < C(|z| + |z[*);

(H4) Wa(t,0) =0 for all ¢ € R and there exists a positive continuous function a : R — R such
that

Wa(t,z) > a(t)|z]’ V(t,z) e R x RV,

where 1 < 1 < 2 is a constant;
(H5) for every t € R and 2 € RY,

[VWo(t, )| < b(t)]"~",
where b: R — R is a positive continuous function such that

lm  b(t) = 0;

[t| =400
(H6) there exists a bounded continuous function d: R — R™ such that
pWa(t,z) — VWa(t,z)x < d(t)|z|” V(t,z) € R x RV,

The main result of this paper is the following theorem.
Theorem 1.1. Assume that (L) and (H1)—(H6) are satisfied, then (FHS) possesses two different
sequences of homoclinic solutions (xy) and (yx) satisfying

[ (G- + JLOn000) = W 120 ) e = o0

and
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[ (31-ePruet0? + 5 Eaetantt) - Witsn(o)) a0

as k — +oo, respectively.
Remark1.1. In view of (H2) and (H3), it deduces that W (t,z) = o(|z|*) as |z| — 0 uniformly
with respect to t € R, which yields that for any € > 0 there exists § > 0 such that

0 < Wi(t,z) <elz[*> for t€R and |z <0
From (H1), (H2) and (H4), it is obvious that
W(t,z) > Wa(t,z) > a(t)|z]” V(t,z) € R x RY,

On the other hand, it is easy to check that W(¢, ) is subquadratic as |z| — +o0. In fact, in view of
(H4) and (HS), we obtain

1 -
b(t b
Wa(t,z) = /VWQ(t,sx)a:ds < 59) |lz|? < 3 2|7, (1.1)
0

where b = maxcg b(t), which implies that Wo(¢,z) is of subquadratic growth as |z| — +oc.
Moreover, by (H3), we have

1
1 1
Wi(t,x) = /VWl(t, sr)xds < c<2 |z|* + " \x!“),
0

which combining with (1.1) yields that

W(t,z) < c(w9 + |xw) Y(t,z) € R x RY. (12)
In addition, according to (H2), it is easy to verify that, for ¢ € R and |z| > 1,
Wit,o) > W (t, ﬁ) " 2 min Wi ()l = (0l (13)
€T T|=

Meanwhile, in view of (1.2), it is easy to check that e(¢) is bounded.

Here and in the following 2.y denotes the inner product of x,5 € RY and |.| denotes the
associated norm. Throughout the paper we denote by ¢, ¢; the various positive constants which may
vary from line to line and are not essential to the problem.

The remaining part of this paper is organized as follows. Some preliminary results are presented
in Section 2 and Section 3 is devoted to the proof of Theorem 1.1.

2. Preliminary results. 2.1. Liouville — Weyl fractional calculus.

Definition 2.1. The left and right Liouville— Weyl fractional integrals of order 0 < o < 1 on the
whole axis R are defined by

—ool(t) == . /(t—f)a_lx(‘f)d§,

d2at)i= s [(€- 0 a9 e
t
respectively, where t € R.
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Definition 2.2. The left and right Liouville— Weyl fractional derivatives of order 0 < oo < 1 on
the whole axis R are defined by

D) = L o), (2.1)
dt
e d 11—«
1D (t) = _at-[oo (1), (2.2)

respectively, where t € R.
Remark2.1. The definitions (2.1) and (2.2) may be written in an alternative form:

oDz (t) = F(la—a) /x(t) gaﬂi(f—’f) de,
0
o OO:B t) —x(t
Dot = / “ £a+(1 e
0

Recall that the Fourier transform Z(z) of z(t) is defined by

2(z) = 706_“%(75) dt.

— 00

We establish the Fourier transform properties of the fractional integral and fractional operators as
follows:

—

—oolfx(t)(2) == (iz) " *%(2),
d22(0)(2) == (=iz) % (=),
oo DPa(t)(2) = (i2)°3(2),

DX x(t)(2) = (—iz)*Z(2).
2.2. Fractional derivative spaces. Let us recall that for any o > 0, the seminorm
|zl = oo D' L2,

and norm 12
oo, = (lels + o)

and let the space I¢__(R) denote the completion of C§°(R) with respect to the norm ||. || o €.

I° (R) = Co(R) 172w

Next, we define the fractional Sobolev space H*(RR) in terms of the Fourier transform. For 0 < o < 1,

define the seminorm
“z

[zlo = [[2]°Z| e,
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the norm

1/2
l2lla = (2172 + [[2)

and let
HY(R) := C(R )II [l

We note that a function z € L?(R) belongs to 1%, (R) if and only if |2|*Z € L?*(R). In particular,
|zlre = 1212 2w
Therefore, H*(R) and I%__(R) are equivalent, with equivalent seminorm and norm (see [25]).
Analogous to 1% (R), we introduce IS (R). Let the seminorm

2l1g, = [+ Dol 2wy

the norm 1o
lallzg, = (llallf +laffy )

and let
I° (R) = C°(R )Hllz

Moreover, IS (R) and I?_(R) are equivalent, with equivalent seminorm and norm.

1
Lemma 2.1 [25]. If « >3 , then H*(R) C C(R) and there exists a constant ¢ = co such that

[2]|zee = sup [x(t)] < cf|z]|a,
teR

where C(R) denote the space of continuous functions from R.
Remark?2.2. 1If © € H*(R), then z € L(R) for all ¢ € [2, o0], since

/ (O dt < a2l .

Now we introduce a new fractional space. Set
xo={oeHRRY): / o DYa(8)2 + L)z (t)a(t) dt < oo

The space X is a Hilbert space with the inner product
(@,y)xe = /((—ooD?fE(t)—ooD?y(t)) + L)z (t)y(t)) dt
R

and the corresponding norm
[z xe = (@, z)xe.

Lemma 2.2 [25]. If L satisfies (L), then X is continuously embedded in H* (]R, RN ) Moreover,
Jor all p € [2,+00], there exists T, > 0 such that

[zllze < mpll2|lxe V€ X (2.3)
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Lemma 2.3 [25]. If L satisfies (L), then X is compactly embedded in LP (R RN ) forall p €
€ [2,00).

Lemma 2.4 [25]. Under (L) and (H3), if x; — x in X, then there exists one subsequence still
denoted by (x;) such that VW (t, ;) — VWi (t,z) in L*(R,RY).

Lemma 2.5. Under (L) and (H5), if z; — x in X, then VWs(t,z;) — VWa(t,x) in
LP(R,RYN), where p satisfies p(9 — 1) > 1.

Proof. Assume that x; — x in X, then, by Banach - Steinhaus theorem, there exists a constant
M > 0 such that

sup ||zjllxe <M and ||z|xe < M. (2.4)
jeEN

Moreover, in view of (H5), for the case oo > p(? — 1) > 1, it deduces that

IWalt,z5(8)) = VWa(t, 2@ < 0(1) (Jas (1) + o))" <

< 2271 (0) (| (D100 + (b)), 2.5)
and from (HS5), for any € > 0 sufficiently small, there exists some 7" > 0 such that b(t) < € for |t| >
> T'. Therefore, in view of (2.3)—(2.5) and since X is compactly embedded in L°°( )
we have

/\vm(t,xj(t)) — VU Wa(t, 2(t))| dt <
R

< [ IOWata(0) - Wt a(e)) e+

lt|<T
+ [ 2w (o) e de <
[t|>T
< e+ 0207 (10 M)V <2 (14 27 (m 1y M) ). (2.6)
For the case that p = 0o, on account of (2.3) and (2.4), we obtain

[VWa(t. (1) = VWa(t. 2(t)|” dt < max|VWa(t, (1) ~ VWalt,2(0)] +

sup b(t xjtwfl) z(@®)]"71) <e(1 2TOOM19_1,
+ sup 50 (s + (o)1) < (14 2rdt)” ™)

which combining with (2.6) yields that the proof is complete.

Remark?2.3. From Lemma 2.5, it is obvious that if x — z¢ in X%, then VWy(t,z) —
— VWa(t,z0) in LP(R,RY).

Define the functional 7: X — R by

)= | (; Dia(O + L L2tz - Wi, x(t))) dt =

R
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1 2
= S llallea = [ WGt (0))
R

Under the conditions of Theorem 1.1, we see that [ is a continuously Fréchet-differentiable functional
defined on X<, i, I € C! (XO‘, R). Moreover, we have

I'(x)y = /((—ooD?fv(t)—ooD,?‘y(t)) + L()x(t)y(t) — VW (2, z(t))y(t)) dt
R

for all z,y € X, which yields

@)z = o] — /VW(t,x(t))m(t) dt.
R

According to [25], we know that in order to find homoclinic solutions of (FHS), it is sufficient to
obtain the critical points of /. For this purpose we recall the following definitions and results (see
[28]).

Let F be a Hilbert space with inner product (.,.) and the corresponding norm. Then there exists
orthogonal basis {ey }ren. For every k € N, denote by

X, =span{er}, Y= @?ZOXj, Zy = @72, X;.

Lemma 2.6. Assume that

(A1) I € CY(E,R) is an even functional.

If, for every k € N, there exist py, > ri, > 0 such that

(A2) ay = maxyey, ||z)|=p, L (7) <05

(A3) b = infﬂ?EZmHﬂUH:% I(LU) — 400 as k — +o0;

(A4) I satisfies the (PS).-condition for every ¢ > 0, i.e., for any sequence (x;) C E such that

I(zj) — c and I'(xj) — 0 has a convergent subsequence,
then I has an unbounded sequence of critical values.

Definition 2.3. Let I € C'(E,R) and ¢ € R. The functional I satisfies the (PS)%-condition
(with respect to Yy,) if any sequence (xn;) C E such that

nj — 400, Tn; € Yy, I(xn;) —c, I\'Ynj —0

contains a subsequence converging to a critical point of 1.

Lemma 2.7. Let I € C*(E,R) is an even functional. If there exists a ko > 0 such that, for
every k > kg, there exist py, > ry, > 0 such that

(Bl) ap ‘— infoZmHﬂCH:Pk I(ZL‘) 2 0;

(B2) by := maxuey, |o|=r, {(7) < O0;

(B3) di := infmGZk,H:tHSpk I(w) — 0 as k — +oo;

(B4) I satisfies the (PS)}-condition for every c € [dy,,0),
then I has a sequence of negative critical values converging to 0.
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3. Proof of Theorem 1.1.

Lemma 3.1. Suppose that the hypothesis of Theorem 1.1 are satisfied, then I satisfies (PS)}-
condition.

Proof. Assume that (z,,,) C X is a sequence such that x,,; € Y}, [ () — c and [ ]’Yn] — 0.

Firstly, we show that (z,,) is bounded. From (1.2) and (2.3), we have

1
2 > I(ay,) = &1, e - /W(t, (1)) dt >
R
1 9
23 20, I%e = C llan; 170 — C llzn, . >

1

>

-2

which yields that (xn]) is bounded. Therefore, there exists a subsequence, still denoted by (a:nj),

such that Tp; — x. On the other hand, since X< = Un,; Yn;, we can choose Yn; € Yn, such that
Yn; —* . Therefore,

¥ 9
nj %(0‘ - 07_19 ”an H - CT;’;Han ||Ha
([0, |

lim I'(zn,)(2n, —x) = lm  I'(@n,)(Tn; — yn,) + m I'(zg,)(Yn, — ) =

n;—+o0 nj—>+00 nj—>+00

. !/
- njl—lglkool‘Ynj (x”j)(x”j o y"j) =0.

In addition, since x,,; — x, we have I'(xy,)(zn; — x) — 0, and according to Lemmas 2.4 and 2.5
and the Holder inequality, we obtain

/ (VW (t, 2, (£)) — VIV (E 2(8))) (am, (£) — (1)) dt =

R

- / (VWi (ts 2, (£)) — VWi (1, 2(1)) (0n, (1) — 2(8)) di+
R

+/(VW2(t,xnj (t)) — VWa(t, z(t))) (zn, (t) — x(t)) dt — 0.
R
On the other hand, an easy computations shows that

(I'(wn,) = I'(2)) (20, = @) = ||wn, — 2] %a

— /(VW(t,mn]. (t)) = VW (t,z(t)))(wn, (t) — :n(t)) dt,
R
which yields that ||z, — x||xa — 0. Futhermore, we have I'(x,,) — I'(x).
In what follows, we show that I’(z) = 0. For any given z;, € Y}, if nj > k, then z;, € Yo,
Since
I'(z)z, = (I'(z) — I'(:Un].))zk + I'(xp,) 21 = (I'(x) — I’(:L“n].))z/r€ + I|’Yn]_ (@) 2k
we have
I'(x)z, =0 forall z, €Y, CY,,,

that is, I’(x) = 0, which implies that, for any ¢ € R, the functional I satisfies the (PS)¥-condition.
Lemma 3.1 is proved.
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3.1. Proof of Theorem 1.1. According to (H1) and Remark 1.1, it is obvious that [ is even and
I(0) = 0. Next, we divide the proof into two steps.
Step 1. To obtain the existence of (), define

m= s [lola a=  swo ol G.1)
yEZy, ”yHXa:lR ISVAS HZIHXa:lR

it is easy to check that 7, £ > 0 and 7y, & — 0. For any x € Zj with ||z|xe = A > 1, define
y =
|

P Then y € Zj;, and ||y||xe = 1. Thus, in view of (1.2), we have
T|| X

/W(t,a:(t)) dt < C/(/\ﬂ\y(t)yﬁ n )\“]y(t)|“) dt < C(A%k + A“gk).
R R

As a result, we obtain
1 9
I(z) 2 5 z)%e — Cnrllzl%a — Céllz|xa-

1
On the other hand, n; — 0, then, for k large enough, Cn < 1 Therefore, we get

1
I(z) 2 § lz[%e — Céillzlliar  llalxe > 1.

1 \m2
T’“(sc&) ’

then, for any given = € Zj with ||z||x« = 7%, one deduces that
) 1\
p—2
I(x) > = .
=3 <8kaz>

inf I(x) = 400 as k — o0,
€Ly, ||zl x o =7y

Set

Moreover, &, — 0. Consequently,

which implies that (A3) of Lemma 2.6 is verified. On the other hand, for any y € Y}, with ||y||xo = 1,
there exists some compact subset {2 C R such that y(¢) # 0 for all ¢ € Q. Taking s > 0 large enough
such that s|v(t)| > 1 for all t € Q, then, in view of (1.3), we have

52 82 82
19) =5 Iolfee = [ Witsy)ar < 5~ [etolsoola < 5 — e [lyte an
R Q Q

where e = minycg e(t). Since I is even and p > 2, there exists s, > 0 such that
I(sv) <0 V|s| > s, >0.

Since Y, C X“ is a finite dimentional subspace, there exists py > 7 such that I(pry) < 0 for any
y € Y. Set x = py, then it indicates that

max I(z) <0,
z€Yy,||lzl|% 0 =pr

which yields that (Az) of Lemma 2.6 holds. Up to now, all the conditions of Lemma 2.6 are verified.

ISSN 1027-3190. Ykp. mam. oscypn., 2023, m. 75, Ne 2



166 A. BENHASSINE

Therefore, (FHS) possesses infintitely many homoclinic solutions (zj) such that

/(; |_so Dz (8))? + %L(t)xk(t)xk(t) - W(t,xk(t))) dt — +o0o as k — +oc.
R

Step 2. We apply Lemma 2.7 to obtain the existence of (yy). For any y € Z; with ||y||x« =1

and 0 < s < 1, we obtain

82

I(sy) > 5 C’nksﬁ — C&st,

1
where 7, &, are defined in (3.1). Since & — 0, so, for k£ large enough, it deduces that C'§;, < 1

Moreover, since > 2 and 0 < s < 1, we get

I(sy) > 232 — Cns”. (3.2)

Choose pi, = (4an)ﬁ, then, for k large enough, p, < 1. Let x = pgy, then = € Zy, ||z|xo = pi
and I(x) > 0. Therefore, for k large enough, one deduces that

max I(x) >0,
22 ||zl x o =pk

which implies that (B1) holds. Define

o= inf / a(t)y(t)[? dt,

YEY Iyl xa=1
R
then J; > 0. For any y € Y}, with ||y||x« =1 and 0 < s < 1, by (H2) and (H4), we have
Lo 9
I(sy) < 35 — s
Since ¥ < 2, there exists 7, € (0, px) such that I(ryy) < 0. Let © = rgy, then = € Yj with

||| xo = 7% and I(z) < 0, which indicates that (B2) is satisfied.
In view of Y, N Z) # @ and 1 < pg, it is easy to verify that

inf I(x) < inf I(z) <0.

1 =~
r€Z,||%|| x o <pk €Y ||z|| xa ="k

On the other hand, for y € Z; with |y|][xe = 1 and 0 < s < pg, let x = sy, then x € Z; with
||z|| xo < pr < 1. Consequently, according to (3.2) and p < 1, we obtain that

1
I(z) = I(sy) =2 § s? — Cys” > —Cys” > —Cy,
which yields that d;, — 0, i.e., (B3) holds.
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