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NONLINEAR LADDER NETWORK SYSTEM

The nontrivial integrable extension of a nonlinear ladder electric network system characterized
by two coupling parameters is presented. Relying upon the lowest local conservation laws, the
concise form of the general semidiscrete integrable system is given, and two versions of its
self-consistent reduction in terms of four true field variables are found. The comprehensive
analysis of the dispersion equation for low-amplitude excitations of the system is made. The
criteria distinguishing the two-branch and four-branch realizations of the dispersion law are
formulated. The critical values of adjustable coupling parameter are found, and a collection
of qualitatively distinct realizations of the dispersion law is graphically presented. The loop-
like structure of the low-amplitude dispersion law of a reduced system emerging within certain
windows of the adjustable coupling parameter turns out to reproduce the loop-like structure of
the dispersion law typical of beam-plasma oscillations in hydrodynamic plasma. The richness
of the low-amplitude spectrum of the proposed ladder network system as a function of the
adjustable coupling parameter is expected to stimulate even the more rich dynamical behavior
in an essentially nonlinear regime.
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1. Introduction

After the discovery of first integrable nonlinear dyna-
mical models on a regular one-dimensional lattice [1-
4], the interest in the development of new integrable
semidiscrete nonlinear systems has been steadily sup-
ported by the wide range of physical problems, where
the spatial discreteness and regularity play a crucial
role. Among the most typical physical objects, where
the semidiscrete nonlinear systems found their appli-
cations, are the optical waveguide arrays [5], semi-
conductor superlattices [6, 7], electric superstructures
[8], as well as the regular macromolecular structures
of both natural [9] and synthetic [10] origins.

In two recent articles [11, 12|, we have proposed
early unknown integrable semidiscrete nonlinear mul-
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tifield systems associated with the new type of fourth-
order spectral problems. The number of field vari-
ables in a particular system was determined by the
adopted reduction and can never be decreased lower
than six truly independent field variables. Thus, even
in its simplest realization, the analysis of the system
appears to be rather complicated.

One of the ways to obtain more simple but still
early unknown systems is to reduce the order of an
auxiliary spectral problem associated with a tentative
system within a zero-curvature scheme. In so doing,
it is reasonable to demand some elements of contigui-
ty between the antecendent and sought-for schemes.
Otherwise, the procedure of empirical selection of an
auxiliary spectral operator consistent with a proper
auxiliary evolution operator in the framework of the
zero-curvature approach may fail to be fruitful.
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The above observation, when combined with the
Caudrey definition of the order of a spectral operator
[13-15], has allowed us to reveal the constructive ver-
sion of the early unknown third-order auxiliary spec-
tral operator giving rise to new integrable systems. In
this paper, we shall present the real-field realization
of a general semidiscrete nonlinear integrable system
and carry on the analysis of its low-amplitude exci-
tations related to a reduced system given in terms of
symmetric field variables. On the other hand, we shall
propose an alternative reduced version of the system
allowing to treat it as the nontrivial extension of a
ladder-like nonlinear electric transmission line, con-
sisting of nonlinear inductors and nonlinear capaci-
tors and influenced by some vibrational subsystem.

The main aim of the paper was to develop a
semidiscrete integrable model suitable to analyze the
complex nonlinear dynamical phenomena presumably
in ladder-like nonlinear electric networks coupled with
the vibrational degrees of freedom. As the first step,
we will show that, even in the linear regime, the pro-
posed model demonstrates an essentially nontrivial
behavior as a function of the additional adjustable
coupling parameter in contrast to the majority of al-

J

B(n|z) through the matrix elements M;;(n|z) of the

ready known integrable models exhibiting rather sim-
ple low amplitude dispersion laws due to the lack of
an additional coupling.

2. Auxiliary Operators
Mutually Consistent in the Framework
of Zero-Curvature Equation

In order to ensure the integrability of a desired nonlin-
ear system, one need to approbate the zero-curvature
equation [16]

M(n|z) = B(n +1|z)M(n|z) — M(n|z)B(n|z) (2.1)
by the spectral M(n|z) and evolution B(n|z) op-
erators chosen properly among nonsingular matri-
ces. Here, the dot written over the operator M (n|z)
on the left-hand side of the zero-curvature equation
(2.1) means the differentiation with respect to the
time 7, the integer n denotes the discrete spatial co-
ordinate running from minus to plus infinity, while z
denotes the auxiliary spectral parameter independent
of time.

The arguments given in Introduction prompt us to
define the spectral operator M (n|z) as a 3 X 3 matrix,

22+ T(n) BFi(n)z+aFy(n) Gi(n)z+G_(n)z~!
M(n|z)=| aF_(n)z+ SF_(n) 0 aF_(n)+ BF_(n)z"1 |, (2.2)
G_(n)z+ G4 (n)z~! BFi(n)+ aFy(n)z"1 T(n)+272
and to seek the evolution operator B(n|z) in the form
a(n)z? +d(n) Bby(n)z+aby(n) cy(n)z+c_(n)z7!
B(nlz) = | ab_(n)z + Bb_(n) d(n) — c(n) ab_(n)+ Bb_(n)z"1 |, (2.3)
c_(n)z+cy(n)z=t Bbr(n)+aby(n)z=t  d(n)+a(n)z=?2
[
where a and 8 are some fitting parameters indepen- by(n) = kEy(n), (2.6)
dent of the time. Then the direct calculations based — b-(n) =kF_(n — 1), (2.7)
on the zero-curvature equation (2.1) confirm our con- ¢4 (n) = kG4 (n), (2.8)
jecture and allow us to decipher almost all matrix . (n) = kG_(n —1), (2.9)
elements B,i(n|z) of the tested evolution operator _ T _
J d(n)=—kafFy(n)F_(n—1)-kG1(n)G_(n—1), (2.10)
)

chosen spectral operator M (n|z) provided
o + B =0. (2.4)

Thus, for the functions entering into the evolution
operator B(n|z), we have

a(n) =k,
642

(2.5)

where k is an arbitrary (time-dependent, in general
parameter. The only exception is the sampling func-
tion ¢(n) which, similarly to other precedents [17, 18],
remains arbitrary for the time being.

Here and latter on, we adopt the parameters k and
a3 to be the real-valued ones.
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3. General Semidiscrete
Nonlinear Evolution Equations

We call the quantities Fy(n), F_(n), Gi(n),
G_(n), and T(n) to be the prototype field vari-
ables. According to the zero-curvature equation (2.1)
and expressions (2.2) and (2.3), (2.5)—(2.10) for the
spectral M (n|z) and evolution B(n|z) operators, their
evolution is described by the following collection of
semidiscrete nonlinear equations:

% InFi(n)=kGi(n+1) —kGi(n)—

—kT(n) — kafFi(n+1)F_(n)—

—kG+(n+1)G_(n) + kaBFi(n)F_(n—1)+

kG (n)G—(n — 1) + c(n), (3.1)
% I F_(n) = kG_(n) — kG_(n — 1)+

4 KT(n) + kaBFy (n)F_(n — 1)+

kG ()G (n — 1) — kaBF, (n+ 1)F_(n) -

kG (n+ 1)G_(n) — c(n + 1), (3.2)

% |1~ T(n) + G (n) — G_(n)] =

=kG+(n) —kGr(n+1)+kG_(n) —kG_(n—1) —
—kaBFi(n+1)F_(n) — kGi(n+1)G_(n)+

+kaBFL(n)F_(n—1)+kGL(n)G_(n—1), (3.3)

diT In[1+7(n) ~ G (n) — G_(n)] =
— kG (n) — kG (n+1) — kG (n) + kG (n—1)—
—kafFy(n+1)F_(n) —kG4+(n+1)G_(n) +

+kaBFL(n)F_(n—1)+kGL(n)G_(n—1), (3.4)

% In [1 +T(n) — Go(n) + G_(n)| =
=kGi(n+1)—kGi(n)+kG_(n—1) —kG_(n) —
— kaBF, (n+1)F_(n) — kG4 (n +1)G_(n) +
+kaBF(n)F_(n—1) + kG4 (n)G_(n—1).  (3.5)
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The present concise form (3.1)—(3.5) of these equa-
tions has been acquired due to the use of some lowest
local conservation laws dictated by the matrix struc-
ture (2.2) of the spectral operator M (n|z) and found
by the technique described in our recent work [19] (see
also the pioneering work on the direct generation of
local conservation laws [20]).

Anyway, according to the very method of their
construction, the obtained equations (3.1)—(3.5) are
said to possess the zero-curvature representation (2.1)
with the spectral and evolution operators M (n|z) and
B(n|z) given by formulas (2.2) and (2.3), respectively,
where the constraint (2.4) imposed onto the fitting
parameters « and (3, as well as expressions (2.5)—
(2.10) for the constituent parts of the evolution oper-
ator B(n|z), have been taken into account. This prop-
erty proves to be the key indication of the integrabil-
ity [16] of the system under consideration (3.1)—(3.5)
in the Lax sense.

4. Reduced Systems

The question how to fix the sampling function c¢(n) is
tantamount to the problem of imposing an additional
constraint onto the five prototype field variables so
that only four of them be truly independent. In gen-
eral, there exist a number of variants how to select
one of the admissible additional constraints [12] giv-
ing rise to one or another particular parametrization
of field variables.

We begin with the reduction allowing us to define
the sampling function c¢(n) through some redundant
quantity g(n|n — 1) and to exclude both of them si-
multaneously from the further consideration. The ap-
proach assumes the following parametrization:

Fy(n) = Fy exp [+ ()~ (n)+g(nln — 1], (4.1)
F_(n) = F_exp—_(n)+y_(n)—q(n+ 1n)], (4.2)

= 1—exp =24 (n) =y (n)+y-(n)] coshlz_(n)], (4.5)
where F+ =0=F_.
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The equations of motion for the field variables
z4+(n), y+(n) and z_(n), y—(n) read as follows:

iy (n) = kGy(n+1) — kG4 (n), (4.6)
Y+ (n) = kT (n) + kaBFy(n+1)F_(n)+
+ kG4 (n+1)G_(n) — kaBF, F_, (4.7)
i_(n) =kG_(n—1) — kG_(n), (4.8)
y-(n) = kT (n) + kaBFi(n)F_(n — 1)+
+ kG, (n)G_(n—1) — kaBF, F_. (4.9)

These equations are seen to be essentially self-consis-
tent, i.e., they contain neither the sampling function
¢(n), nor the redundant variable g(n|n—1). As for the
variable g(n|n — 1), it serves mainly for the definition
of a sampling function ¢(n) by means of the equation

G(njn —1) = e(n) + kaBFy(n)F-(n—1)+

+kG4(n)G_(n—1) —kaBFF_. (4.10)

Nevertheless, namely the proper choice of this defi-
nition (4.10) ensures the proper frame of reference
for the true field variables x4 (n), y+(n) and z_(n),
y—(n) due to the presence of the last term on the
right-hand sides of Eqs. (4.7) and (4.9) for g4 (n)
and y_(n).

The structure of Egs. (4.7), (4.9), and (4.10)
prompts us to adopt FF_ = 1 without any loss of
generality.

We call the obtained system (4.6)—(4.9) supplemen-
ted by the parametrization formulas (4.1)—(4.5) as the
reduced integrable system in symmetric parametriza-
tion. While having been convenient for the mathe-
matical consideration, this reduction appears to be
less suitable for the physical interpretation.

Fortunately, there exists an alternative reduction
closely related to the ladder-like nonlinear electric
transmission lines [21-24] and exhibiting the same
low-amplitude behavior as the symmetric one (4.6)—
(4.9). The reduction is based on the constraint
d Fy(n)F-(n)

—1In

ar T TP — [Ga(n)— G- (P "

(4.11)

that fixes the sampling function ¢(n) by the expres-
sion
c¢n)=c+kGi(n)+kG_(n—1),
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(4.12)

with ¢ being an arbitrary function of time 7. Then,
introducing the new true field variables g4 (n), g—(n)
and t(n), w(n) by means of the substitutions

G (n) = g4 () + [1 — g (n)]t(n), (4.13)
G_(n) = g-(n) + [1 - g—(n)]t(n) (4.14)
and
T(n) = [1 - g4 (n)g-(M]i(n) + g1 (M)g_(n),  (4.15)
Fy(n) = Fy exp[+w(n)] x
% [1 = g4 (M][L — tm)][1 + g—(n)), (4.16)
F_(n) = F_ expl-w(n)] x

(4.17)

X[+ g+ (][I = t(n)][1 = g-(n)]
(with F+ =0= F,) and specifying the general in-
tegrable system (3.1)—(3.5) by formula (4.12) for the
sampling function ¢(n), we have

= kG_(n) — kG_(n — 1), (4.18)

= kG, (n+1) — kG4 (n) (4.19)

1—t(n)
=kafFi(n+ 1)F_(n) — kafFy(n)F-(n— 1)+

kG (n+1)G_(n) — kGo(n)G_(n —1) —
—kGi(n+1)g_(n) + kgt (n)G_(n — 1)+

+ kG4 (n)g—(n) — kg (n)G—(n), (4.20)

w(n) = kGy(n) + kG_(n) — kT (n). (4.21)
Here, we have assumed without any loss of generality
that ¢ = 0. System (4.18)—(4.21) as a whole describes
two coupled subsystems so that the first two equa-
tions (4.18) and (4.19) correspond to the subsystem
of a nonlinear self-dual electric network, while the last
two equations (4.20) and (4.21) are related to some
nonlinear vibrational subsystem.
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In order to explain the above statement, let us con-
sider the simplest case where the coupling parame-
ter af is equal to zero: af = 0. Then it is possi-
ble to satisfy the third equation (4.20) by putting
t(n) = 0. As a consequence, the first two equations
(4.18) and (4.19) become essentially self-consistent,

g+(n)

% =kg_(n) —kg_(n—1), (4.22)
G = ks (04 1) = k(o) (4.23)

while the fourth equation (4.21) becomes redundant.

Provided the quantity g4 (n) is identified with the
dimensionless current I(n) through the n-th induc-
tor and the quantity g_(n) with the dimensionless
voltage V(n) on the n-th capacitor, the truncated
system (4.22) and (4.23) can be treated as a nonlin-
ear ladder-like electric network system, whose elec-
tric scheme is presented in a number of classical
articles [21-24]. However, the functional characteris-
tics L(I(n)) and C(V(n)) of inductors and capaci-
tors in our system (4.22) and (4.23) are distinct from
those adopted in either of the mentioned publications
[21-24]. Precisely, the functional dependences corre-
sponding to our truncated system (4.22) and (4.23)
are as follows:

L(I(n)) = art?g (n) (4.24)
and
C(V(n)) = artavnzx(”) (4.25)

5. Low-Amplitude Quartic
Dispersion Equation and General
Principles of Its Analysis

Assuming the coupling parameters k and af to be
the real ones, let us obtain the dispersion equation
for low-amplitude excitations in the symmetrically re-
duced semidiscrete nonlinear system (4.6)—(4.9). In so
doing, we linearize the system of our interest (4.6)—
(4.9) by expanding its left-hand-side terms near the
values z.(n) = 0, yr(n) = 0 and x_(n) = 0,
y—(n) = 0 and use the standard plane-wave ansétze

+

x4 (n) =7 exp(izen — iwT), (5.1)

y+(n) =y exp(izn — iwr), (5.2)
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v_(n) = 2~ explizn — iwr), (5.3)
y_(n) =y~ explizn — iwr). (5.4)
Then the spectrum of the linearized system
iy(n)/k~ysn+1)—y_(n+1)—a_(n+1)—
—y+(n) +y-(n) + 2_(n), (5.5)
J+(n)/k = yi(n) —y—(n) + aBlzy(n+1) -
—y+(n+1) —z_(n) +y-(n)], (5.6)
i-(n)/k=yr(n—1) —y_(n—1)+ar(n—1)—
—y+(n) +y-(n) — 24(n), (5.7)
- (n)/k = y4(n) —y—(n) + aBlz4(n) -

—yt(n) —z_(n—1)+y_(n—1)] (5.8)

will be determined by the quartic dispersion equation
Q' — 2a8sin(5)Q% — 2[1 — cos(»)]Q? +

+2a8[1 — 2 cos()][1 — cos(»)]Q? +

+ 8afsin(s¢)[1 — cos(3)]Q —

—4afB[1 — cos(x)]? = 0, (5.9)
where we have introduced the normalized cyclic fre-
quency 2 = w/k and restricted the coupling param-
eter k to be time-independent. It is remarkable that
the same dispersion equation (5.9) can be obtained
also in the low-amplitude limit of an alternative phys-
ically motivated reduction (4.18)—(4.21).

To examine the roots of Eq. (5.9), it is appropriate
to make the substitution
Q = 2)\sin(s/2). (5.10)
As a consequence, we come to the quartic auxiliary
dispersion equation

M ra(s|aB)N 4 b(s¢|aB) N2 +c(s¢|aB) A\ +d(]aB) =0,

(5.11)

where
a(x|aB) = —2af cos(/2), (5.12)
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Fig. 1. Subdivision into the regions with fixed signs of
D(s|aB) (upper sign), H(sx|aB) (middle sign), Q(s|aB) (lower
sign) in the plane of the wave vector s and the adjustable cou-
pling parameter af. The curves D(s|af) = 0 are marked by
the solid lines. The curves H(x|aB) = 0 are marked by the
dot-dashed lines. The curves Q(s¢|a8) = 0 are marked by the

dotted lines

b(xlaf) = —1 4 3af — 4af cos?(x/2), (5.13)
c(#|aB) = +4ap cos(3/2), (5.14)
d(>|aB) = —ap. (5.15)

Its discriminant [25,26] D(3¢|af) is given by the for-
mula [25,27, 28]

D(x|ap) =

= a’(>|aB)b’ (s|aB)c? (s|aB) —4a® (x|aB)c’ (x| af) —
—4b° (#|af)c? (s¢]aB) +18a(x|aB)b(s|aB)c® (s]a3) —
—27c*(s|aB) + 256d° (>|af) —

—4a? (5| ap)b’ (sc|aB)d(»|af) +

+18a” (se|aB)b( | af) c(s|aB)d(5|aB) +

+16b" (>c|af)d(s]af) —

— 80a(s|aB)b? (saf)c(>|af)d(x|afB) —

—6a® (>|aB)c? (>|aB)d(s>|a) +

+144b(sc|aB)c (sc]aB)d(s|af)-27a" (sc|aB)d? (x| f)+
+ 144a® (s<|aB)b(sc|aB)d? (5] a3)—
— 1280 (s f)d” (s af) —

— 192a(s|af)c(x|af)d® (»|ap).
646

(5.16)

In the regions of a negative discriminant D(|af) <
0, the theory of quartic equations [25-27] predicts two
real roots and two complex roots. However, in the
regions of a positive discriminant D(»|af) > 0, the
situation turns out to be ambiguous until we invoke
two seminvariants H(s|af) and Q(s|aB) given by
the formulas [27, 28]

H(x|apB) = 8b(|apB) — 3a*(x|ap), (5.17)

Q(x|af) = 3a* (s|aB) — 16a° (>|aB)b(s|as) +
+ 16a(x|af)c(x|af) + 16b%(x|aB) —

— 64d(|afB) (5.18)
and determine their signs. Precisely at D(s|a3) > 0,
the general theory [25-28] predicts four real roots pro-
vided H (x|af) < 0 and Q(s¢|a3) > 0 or four complex
roots provided either H (s]af) > 0 or Q(s|a3) < 0.

6. Typical Features

of the Low-Amplitude Dispersion Law
as a Function of the Adjustable
Coupling Parameter a3

Inasmuch as the quantities D(x|af), H(x|af) and
Q(5]apf) depend only on two parameters » and
af3, it is convenient to use the plane of these pa-
rameters in order to visualize the regions, where
the signs of D(x|aB), H(x|af) and Q(s|af) re-
main fixed. Figure 1 shows such regions found by
the computer simulation. Each region is marked by
three vertically arranged signs (column of three
signs) so that the upper, middle, and lower signs
are related, respectively, to D(x|af), H(»|af8), and
Q(5¢|aB). N.B. The caudal-fin like region (although
being unlabeled due to the lack of space) is under-
stood as marked by col(+ — +) signature.

At 2 = 0 and » = 4, the results presented in
Fig. 1 allow the direct analytical interpretation based
on the simplified expressions

D(0]aB) = 16ap(2a8 — 1) x
x [17(aB)? 4 33(aB)? — 1208 — 1], (6.1)
H(0laB) = —4[(af +1)* +2(ap)? + 1], (6.2)

Q(0/aB) = 16[3(aB) +4(aB)*~3(aB)*+6ap+1] (6.3)

ISSN 0372-400X. Yxp. ¢is. orcypn. 2014. T. 59, Ne 6
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and

D(&njf) = —160B((af — 17 + 8B, (6.4)
H(+r|af) = 8(3a8 — 1), (6.5)
Q(£m|af) = 16[(af — 1)* + 8(af)?] (6.6)

following from the general ones (5.12)—(5.18).

Thus, at » = 0, formula (6.1) for D(0|a8) ensures
that all six roots of the equation D(0|af) = 0 must
be purely real. To wit, we have

(af)1 ~ —2.2441, (6.7)
(f)2 =~ —0.0703, (6.8)
(aB)s =0, (6.9)
(af)s ~ 0.3731, (6.10)
(aB)5 = 0.5, (6.11)
(aB)s = 0.5, (6.12)

where the roots (af)s, (af)s, and (af)s are self-
evident, while the roots (af)i, (af)2, and (af)4
are obtainable from the cubic equation, whose dis-
criminant [25, 27] is proved to be positive. As for
the quantity H(0|aB) (formula (6.2)), it is seen to
be essentially negative. At last, the quartic equation
Q(0]ap) = 0 (see formula (6.3) for Q(0|af) ) must
possess two real negative roots, since its discriminant
is negative and Q(0]a8 > 0) > 0, while the parameter
«af must be purely real by definition.

The consideration of formulas (6.4)—(6.6) for
D(xr|af), H(E£r|af), and Q(L7w|af) related to s =
=+ yields D(£7|af > 0) < 0, D(£w|af < 0) > 0,
and H(£w|la8 > 1/3) > 0, H(xw|af < 1/3) < 0,
whereas Q(%m|a/3) > 0 for all real af.

Examining the analytical data contained in three
previous paragraphs, we clearly observe their one-to-
one reproductions on the lines s = 0 and » = +7 of
Fig. 1.

According to the commonly accepted graphical
treatment of a dispersion law [29-31], we shall be
interested in the real-valued solutions Aj(x|af) =
= Aj(saf) of the auxiliary dispersion equation
(5.11) at the real-valued wave vector s spanning the
first Brillouin zone —7 < » < 4. Thus, juxtaposing

ISSN 0372-400X. Yxp. ¢is. orcypn. 2014. T. 59, Ne 6

the signatures of all regions pictured in Fig. 1 with
the early listed criteria on the character of roots,
we can readily conclude that the regions marked by
col(+ — +) signature should produce the four-branch
auxiliary dispersion law, while the auxiliary disper-
sion law in the other regions should be the two-
branch one.

The same statement concerns also the actual dis-
persion law, i.e., the dispersion law given in terms
of cyclic eigenfrequencies Q;(x|aB) = 2X;(x|af)x
x sin(s/2), except for the merging point » = 0,
where Q;(3>x = 0|laf) = 0. Here, the integer j de-
notes the ordinal number of the eigenmode of low-
amplitude excitations and serves as the branch num-
ber in their dispersion law.

Figure 2 demonstrates the typical metamorphoses
in the actual low-amplitude dispersion law as the
adjustable coupling parameter «f grows from the
values smaller than (af8); to the values larger than
(af)s = (af)s. As we have expected, the most crucial
qualitative rearrangements in the dispersion law are
seen to happen when the value of coupling parame-
ter af passes through any root () of the equation
D(0]af) = 0 or through the value (af). ~ 0.3557
being the ordinate for each of two symmetric casp
points on the line D(s¢|af) = 0 (see the caudal-fin re-
gion in Fig. 1). In this respect, the points (a8) (with
k=1,2,3,4,5,6) and (af). can be referred to as the
critical ones. Meanwhile, when the coupling param-
eter af varies between any two distinct neighboring
critical points, the changes in a structure of the dis-
persion law are proved to be solely quantitative rather
than qualitative in complete agreement with the cri-
teria evaluating the character of admissible roots of
the quartic auxiliary dispersion equation (5.11).

Considering the dispersion curves on each subfig-
ure of Fig. 2, we observe that some of them have
the dead-end points with respect to the wave vec-
tor ». Nonetheless, each dead-end point is seen to be
shared by two distinct branches. As a consequence,
the combination of such joint branches can be treated
as the unique loop-like branch or the unique folding
branch. Here, we would like to point out on a cer-
tain similarity between the low-amplitude oscillations
in our semidiscrete system (4.6)—(4.9) and the beam-
plasma oscillations in hydrodynamic plasma, where
the loop-like structure of a dispersion law is known
to be rather typical [30,31]. Regarding the linearized
version (5.5)—(5.8) of our integrable system (4.6)—
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Fig. 2. Real-valued normal cyclic frequencies as a function of the wave vector
at twelve distinct values of adjustable coupling parameter

(4.9), Fig. 1 prompts that the loop-like structure of a
dispersion law must inevitably emerge, once the cou-
pling parameter af enters into one of the following
two intervals:

(aB)s < aB < (af)s = (aB)s (6.13)
(aB)s = (af)s < aff < 0, (6.14)

where the critical points (af3); are given by formulas
(6.7)—(6.12). As for the folding branch structure of a
dispersion law, it must be prescribed to the interval

(af)s < af < (af)4,
648

(6.15)

where (af). ~ 0.3557 as we already know. The pecu-
liarities concerning the loop-like and folding-like dis-
persion curves are clearly seen on the respective sub-
figures of Fig. 2.

From the standpoint of stability analysis, any in-
terval of wave vectors supporting four real-valued
branches of the quartic dispersion relation (5.9)
should be treated as an interval of stability, while
any interval of wave vectors supporting two real-va-
lued branches of the quartic dispersion relation (5.9)
should be considered as an interval of instability. He-
re, due to the spatial discreteness of our linearized
system (5.5)—(5.8), it seems impossible to apply the
Sturrock rules [29, 30] and to qualify each particular
instability either as convective or absolute one. For
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us, however, the mere fact of instability is more im-
portant than the strict identification of instability
type.

Fortunately, the predisposition to an instability is
not a dominant property of the considered linearized
system (5.5)—(5.8), since it can be eliminated by the
proper choice of the adjustable coupling parameter
af. Precisely at

—o00 < aff < (af): (6.16)
or at
(af)2 < aff <0, (6.17)

all four branches of low-amplitude excitations are sta-
ble for all wave vectors —m < s < +7, thus ensuring
the good background for the stable solutions of any
semidiscrete nonlinear system of interest (4.6)—(4.9)
or (4.18)—(4.21).

7. Conclusion

Basing on the semidiscrete zero-curvature equation,
we have found the mutually consistent spectral and
evolution operators of a new type and have obtained
the early unknown integrable nonlinear evolution sys-
tem on a quasi-one-dimensional lattice.

When choosing the fixation of a sampling func-
tion, one can come to distinct reductions of the ba-
sic semidiscrete system and, as a consequence, to
the distinct parametrizations of prototype field am-
plitudes. We have considered two possible reduced
semidiscrete integrable systems, one of which pro-
vides us with its clear physical interpretation as a
subsystem of the ladder-like nonlinear transmission
line coupled with the subsystem of nonlinear lattice
vibrations.

Each integrable nonlinear system (either reduced or
basic one) is characterized by two parameters respon-
sible for the interfield couplings of principally distinct
origins. The variation of coupling parameters should
lead to several regimes in the behavior of the sys-
tem with nontrivial dynamics. This statement finds
its natural confirmation already on the stage of low-
amplitude plane-wave excitations, whose dispersion
law turns out to be essentially dependent on the mag-
nitude and the sign of the adjustable coupling param-
eter provided other coupling parameter is fixed. Thus,
in some windows of the adjustable coupling param-
eter, we observe the clear resemblance between the

ISSN 0372-400X. Yxp. ¢is. orcypn. 2014. T. 59, Ne 6

obtained loop-like dispersion curves and those typi-
cal of the beam-plasma oscillations in hydrodynamic
plasma [30, 31]. There are also windows of the ad-
justable coupling parameter, where all branches of
low-amplitude oscillations remain stable within the
whole Brillouin zone.

In contrast, in a majority of already known in-
tegrable systems [1-4, 15, 22, 24], the spectrum of
low-amplitude excitations remains fixed, inasmuch as
the governing parameter responsible for its rearrange-
ments is simply absent.

This work has been supported by the National
Academy of Sciences of Ukraine within the Program
No. 0112U000056.
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0.0. Baxnewnxo, B.O. Baxrnenko

JIHIMHUM AHAJII3 PO3IINPEHOI
IHTEI' POBHOI MOJIEJII HEJITHIMHOT
JIPABUHYACTOI MEPEYKI

Pesmowme

IIpesicraBieHo HOBe HeTpUBiaJIbHE IHTEI'DOBHE PO3IINPEHHS He-
JiHI#HOI Mozesii npabuHaacTol eJIEKTPUTIHOI MepexKi, sIKe Xapa-
KTEPHU3YETbCs ABOMa MapaMerpaMu 3B’a3ky. Crnmuparodnch Ha
IeKiTbKa HaHUZKIUX JIOKAJIbHUX 3aKOHIB 30€pEXKEeHHSI, IT0TaHO
crucity GpopMmy 3arajabHOl HaliBIUCKPETHOI iIHTEI'DOBHOI CHUCTe-
MU Ta 3HaWAEHO ABi Bepcil 1T caMogoCTaTHBOI PEayKIlil B Tep-
MiHAaX YOTMPBHOX ICTMHHUX IOJILOBUX 3MiHHUX. [IpoBeseHo Bce-
OiuHMil aHaJsi3 AUCHEPCIHHOrO PIBHAHHS HU3BKOAMILIITYIHUX
30ymxkenb cucremu. ChopMysnboBaHO KpUTepil, IO BHUPI3HA-
IOTH JIBOTIJIKOBY Ta YOTHPUTIJIKOBY peaJlidaliil 3aKOHy JuCIep-
cii. BcranoBieHO KpuTUYHI 3HAYEHHsI PEryJIbOBHOIO I1apamMe-
Tpa 3B’S3KY Ta IPOLIIOCTPOBAHO HU3KY SIKICHO BiIMIHHHUX pea-

mizaniit 3akony mucnepcii. Bkazano, mo nerienoniona 6ygosa
HU3bKOAMILIITY/IHOI'O 3aKOHY JUCIepCil pelyKOBaHOI CUCTEMU,
IpUTaMaHHA [IEBHUM BiKHaM PEryJIbOBHOI'O IIapaMeTpa 3B si3KY,
BIZITBOPIOE IeTIENONIOHY CTPYKTYPY THUIIOBOI'O 3aKOHY JIHCIIED-
cii cTpyMeHeBO-IIJIa3MOBUX KOJIMBaHb B T'iApPOJMHAMIYHIN IjIa-
3mi. O4iKyeTbCs, M0 PO3MAITTI HU3bKOAMILIITYIHOTO CIIEKTPA
3aIlPOITOHOBAHOI JpabUHYIACTOT Mepexki AK (DYHKIT perysiboB-
HOTO MapaMeTpa 3B’a3Ky 3JaTHe IPUBECTH OO0 Iie OiabIioro
po3MalTTsl JUHAMIYHOI HOBEIIHKU CUCTEMHU B CyTTEBO HEJIIHIM-
HOMY PEeXKMMi.

A.A. Baxnenxo, B.A. Barnenkxo

JIMHEVHBIN AHAJIN3 PACIIIMPEHHON
MHTEIPUPYEMOW MOJEJIM HEJIMHENHOM

JIECTHUYHOMN LIEIIN
Pesmowme

IIpencraBieHo HOBOE HETPHBHAJBbHOE WHTEIPDUPYEMOE PACIIH-
peHue HeJIMHEeWHOI MOJIesIN JIECTHUYHOI 3JIeKTPUYEeCKOil 1enu,
KOTOpOE XapaKTepusyercsl JAByMs mapamerpamu casu. Onu-
pasiChb Ha HECKOJIBKO HIXKAMINNX JIOKAJIBbHBIX 3aKOHOB COXPaHe-
HUSI, JTAHO CXKaTyio (opMy OOIIeil MOoJyAUCKPEeTHON MHTerpu-
pyeMoit CHCTeMBl U HaliJIEHO JBe BEPCHH €€ CaMOJOCTATOYHON
PEAYKIUN B TEPMHUHAX I€THIPEX HCTUHHBIX IIOJIEBBIX II€PEMEH-
HbIX. IIpOBeeH BCeCTOPOHHUI aHAIU3 IUCIEPCUOHHOTO ypaB-
HEHUsI HU3KOAMILINTYIHBIX BO30yKaeHuit cucreMol. Cdopmy-
JIMPOBAHO KPUTEPUM, KOTOPbIE OTJIMYAIOT JBYXBETOYHYIO U Ye-
THIPEXBETOYHYIO DeaIM3alliil 3aKOHA JUCIIEPCUU. YCTAaHOBJIE-
HBbI KPUTUYECKUE 3HAYEHUS PEryJIHPyeMOro IapaMeTpa CBs3U
¥ IPOUJIIIOCTPUPOBAH DsiJ] KAYeCTBEHHO PAa3/IMYHBIX peajn3a-
Uil 3aKOHA NMCIEPCUU. YKa3aHO, 4TO IMeTIeo0pa3HOoe CTpoe-
HHe HU3KOAMILJIUTY/HOI'O 3aKOHA JUCIEPCUU PeyIMPOBAHHON
CHCTEMBI, CBOHCTBEHHOE OIIPEIEIEHHBIM OKHAM PEryJINPYEMOro
rnapamMerpa CBsi3d, BOCIIPOU3BOIUT IE€TICO0PA3HYIO CTPYKTYDY
TUMUYHOTO 3aKOHA JMCIIEPCHU IIyYKOBO-IIJIA3MEHHBIX Kojeba-
HUIl B IUAPOJMHAMUYECKON myasdme. OXKuJaercs, YTO pasHO-
obpa3re HU3KOAMILIUTYHOT'O CIIEKTPA IIPEJIO>KEHHON JIECTHU-
9HOHM Ienu KakK (DYHKIUH PEryJIHpyeMOro IapaMeTpa CBSI3H
CIIOCOOHO IPUBECTH K €€ OOJIbIIeMYy DPa3HOOOPA3UI0 JUHAMHU-
YEeCKOI'O IOBEJIEHUSI CUCTEMBI B CYIIECTBEHHO HEJIMHEHHOM pe-
KUMe.



