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soliD–Melt interface stability  
During Directional soliDification:  
a PhenoMenological theory

A mathematical model is developed that makes it possible, within the framework of 
a single phenomenological approach, to investigate the stability of a planar phase 
boundary during directional solidification of binary alloy, taking into account the 
effect of a density change and heat transfer in the solid phase. the study reveals a 
complex picture of alternating areas of stability and instability, which is sensitive 
to changes in parameters of growth and temperature gradient at the interface. Ar-
eas of instability are formed by the development of a set of disturbances of different 
frequencies and rates of propagations. As shown, the irreducible liquid-phase flow 
caused by density change plays a major role in the loss of stability of the solidifica-
tion front and is realized for perturbations with any wave number k > 0.
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1. introduction

the solid–liquid interface stability during directional solidification is of 
considerable fundamental and practical interest as one of the basic prob-
lems of solidification physics [1–3]. this interest is related to the de-
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pendence of the crystalline material properties on the morphological 
features of the crystallization front, as well as to the development of 
external action technologies on crystallizing melts. the problem of in-
terface stability is also important in the development of new methods of 
space material sciences [4, 5].

An adequate physical description of directional solidification re-
quires a coherent solution of three interrelated problems: three-dimen-
sional hydrodynamic problem, heat and mass transfer and two-dimen-
sional morphological stability one [2]. In general terms, meeting the 
conditions of these three tasks together is a major challenge, so substan-
tial simplifications are introduced when considering real crystallization 
[1, 3, 6].

the theoretical study of interface stability typically uses the classi-
cal approach of Mullins and Sekerka, based on the analysis of the evolu-
tion of infinitesimally small perturbations of the planar front [6]. It 
follows from the analysis that the shape of the boundary is stable with 
respect to any small perturbations when the pulling rate is below of 
some critical value (under a fixed temperature and concentration gradi-
ent at the interface). otherwise, crystallization front loses stability, and 
a sequence of unstable structures (nodes, cells, dendrites) appeared.

It is known that taking into account real crystallization factors ca 
change the stability areas identified in the theory [6]. For example, 
various effects of melt flow on interface stability have been detected 
theoretically and experimentally: stimulation and suppression of per-
turbations by melt flow, coupled convective–morphological instability, 
traveling waves, etc. [7–13]. the analysis of the interface stability in 
the conditions of lateral melt flow has demonstrated a complicated pat-
tern of alternation of stability areas, which is substantially dependent 
on the flow rate [13].

However, it should be noted, that the above mentioned works (in-
cluding the linear model [6] as well as the model in ref. [13]) have cer-
tain limitations, as they ignore the effect of density change during 
crystallization and the resulting melt flow as well as the effect of heat 
transfer through the solid phase. the above-mentioned factors are usu-
ally neglected because of their small effect in comparison with the main 
factor in action, namely, constitutional melt supercooling. However, 
without proper analysis, this simplification does not appear to be phy-
sically justified. For example, a number of works on dendritic growth 
theory, eutectic crystallization, and crystal growth kinetics have shown 
the significant role of density change during crystallization [14–18].

this paper is dedicated to the construction of a phenomenological 
theory of stability, in which it is possible to compare above mention ac-
ting physical factors during directional crystallization in a two-compo-
nent system. the study of the morphological stability is carried out 
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using the phenomenological approach in the framework of continuum 
mechanics in planar geometry. Furthermore, the boundary value prob-
lem of directional solidification under stationary conditions is solved, 
and then the eigenvalues of the boundary value problem, formulated for 
infinitely small perturbations of the stationary process, are determined. 
this approach allows studying morphological stability for perturbations 
with any wave number k > 0.

2. Problem statement, Basic equations of the Model

two-dimensional scheme of a stationary directional solidification of a 
binary melt is considered, as shown in Fig. 1: positive direction of the 
co-ordinate axes: Y — from the reader, X — to the right. A binary melt 
is located in the upper half-plane (Z > 0), and a solid phase is in the 
lower one (Z < [0, ∞]. the crystallization front lies in the plane X, Y 
(Z = 0) at ∀t ∈ [0, ∞]. the laboratory co-ordinate system (X′, Y′, Z′) is 
connected to the ampoule and moves in the positive direction of the Z′-
axis with the interface velocity (solidification rate) w. Co-ordinate 
transformations are determined by the following ratios:

x = x′, y = y′, z = z′ − wt.
It is assumed that w modulo coincides with the pulling rate of the 

ampoule |Vso| (Fig. 1). Here and further, all parameters are represented 
in a dimensionless form. the characteristic values of the parameters 
under converting the equations to a dimensionless form and the values 
of the physical parameters of the object under study are given in Ap-
pendixes 1–3.

In the absence of external forces, the general type of the equation 
describing the heat and mass transfer in the area divided by the inter-
face is presented in Appendix 1.

the difference between the temperatures of the liquid and solid 
phases and the temperature of the crystallization front θl and θS will be 
called henceforth simply the temperature of the stationary state of liq-
uid and solid phases respectively. the type of dimensionless complexes 
Re, Pl, Ps and others is given in Appendix 1.

In the set of equations and boundary conditions (A1.1)–(A1.13), the 
variables are represented as follows:

vy(y, z, t) → 0 + εvy(y, z, t), vz(y, z, t) → (1 − ρ) ⋅ w + εvz(y, z, t),

p (y, z, t) → p0(z) + εp (y, z, t), Tl(y, z, t) → θl(z) + εTl (y, z, t),

C (y, z, t) → J(z) + εC (y, z, t), Ts(y, z, t) → θs(z) + εTs (y, z, t),

h (y, t) → εh (y, t),

where ε is infinitesimal quantity.
After substitution of the above decompositions in (A1.1)–(A1.10), 

in zero approximation relative to ε, one obtains a set of equations de-
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scribing in flat geometry the stationary process of directional solidifica-
tion schematically presented in Fig. 1:
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where Vz is the melt flow rate along Z-axis, J is mass fraction of impu-
rity in alloy.

According to (A1.6)–(A1.10), the solutions of the set of equations 
of the stationary process (1)–(4) meet following boundary conditions:

 θl(∞) = θl, J(∞) = 1, (5)

 Vz(0) = (1 − ρ) ⋅ w, (6)

 θl(0) = θs(0), θ′s(0) − χ ⋅ θ′l(0) = Λ* ⋅ ρ ⋅ w, (7)

 J′(0) + (1 − k) ⋅ ρ ⋅ w ⋅ J(0) = 0, (8)

 θs(−lt) = ϑs, lt > 0, (9)

where ϑl and ϑs are the temperature at infinity in the liquid phase and 
temperature at some isotherm at z = −lt in the solid phase. they can be 
conventionally assumed to be heater and cooler temperatures respec-
tively; Vz(z) = const is the velocity of melt flow normal to the unper-
turbed interface (due to the density change), ρ (>1) is the ratio of den-
sity of solid and liquid phases, Λ* is the modified latent melting heat as 
determined by the ratio

Fig. 1. Scheme of the directional solidi-
fication process. Here, 1 is ampoule con-
taining a binary melt; 2 is device con-
sisting of heater and cooler; ϑl is heater 
temperature; ϑs is cooler temperature; S 
is interface position; lt is distance of the 
interface from the cooler; Vso is velocity 
vector of the ampoule relative to heater/
cooler device
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 Λ* = Λ − Ew ⋅ (Us(0) − Ul(0)), (10)

where Λ is the latent heat of melting, Us is internal energy of the solid 
phase, Ul is internal energy of the liquid phase. the prime ′ in boundary 
conditions (7) and (8) and hereinafter refers to the differentiation by 
variable z.

As follows from the ratio (A1.13), the phenomenological relation at 
the surface z = 0 must also be met:

 θl(0) = −Bm ⋅ Jm(0), (11)

where Jm(0) is the molar fraction of the impurity at the interface (nor-
malized to unit at z = ∞)). the ratio (A1.21) states the relation of molar 
fraction of impurity Jm(z) with mass fraction J(z).

taking into account eq. (11), the solution of the boundary problem 
(1)–(9) takes the following form: J′(0) + (1 − k) ⋅ ρ ⋅ w ⋅ J(0) = 0

 Vz(z) = (1 − ρ) ⋅ w, (12)

 θl(z) = ϑl ⋅ (1 − e−Pl ⋅ ρ ⋅ w ⋅ z) + ϑ0 ⋅ e−Pl ⋅ ρ ⋅ w ⋅ z , (13)
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where

 ϑ0 = −Bm ⋅ Jm(0). (16)

Because of the condition of conservation the energy density flux 
through the crystallization front (7) and the phenomenological ratio 
(11), it follows from the solutions (12)–(15) that the temperatures ϑl, ϑs 
(Fig. 1) must satisfy the ratio
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where

 τ = Ps ⋅ w ⋅ lt, (19) 

lt defines the position of the crystallization front relative to the cooler 
(Fig. 1), Pl and Ps are Peclet numbers for liquid and solid phases, respec-
tively.

From (18), it can be seen that, for fixed boundary temperatures of 
heater ϑl and cooler ϑs (at z = ∞ and z = −lt, respectively; Fig. 1), param-
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eter τ is constant. thus, the velocity w determines the position of the 
crystallization front relative to the heater and cooler (Fig. 1).

let us enter

 0
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through which the temperatures of the heater ϑl and the cooler ϑs are 
defined as follow:
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3. study of interface stability

to study the stability of the phase boundary, let us consider the infini-
tesimal perturbation of stationary variables in the set of eqs. (A1.1)–
(A1.13). Based on the above-introduced representations of variables in 
the form of extensions of infinitesimally small parameter ε, in the first 
approximation, we get:
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where vy and vz are perturbations of the velocity component in the direc-
tion of the axes Y and Z, respectively; p is perturbation of pressure; Tl, 
C are perturbations of temperature and mass fraction of impurities in 
the liquid phase, respectively; Ts is perturbation of temperature in the 
solid phase; Pl, Ps are Peclet numbers for liquid and solid phases, res-
pectively.
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the solutions of the set of eqs. (23) to (28) shall meet the boundary 
conditions:
 vy(y, ∞) = vz(y, ∞) = Tl(y, ∞) = C (y, ∞) = 0, (29)
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 Tl = Ts + [θ′s(0) − θ′l(0)] ⋅ h, (33)
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where h(y, t) is the perturbation of the solidification front, Mp, Re, Ew, 
Bm, Bs are the dimensionless complexes given in (A1); α (C, T) is the 
dimensionless density of free energy at the interface as a function of 
concentration and temperature, χ is the ratio of heat conductivity coef-
ficients of liquid and solid phases, Λ* is modified latent heat of melting 
(10). the relationship between the J′m(0) and J′(0), the molar fraction 
perturbation Cm(y, z, t) and the mass fraction perturbation C(y, z, t) are 
defined by the relationship (A1.23) and (A1.22), respectively.

Note that the boundary conditions (30)–(35) are obtained from the 
general conditions for the conservation of flux on the perturbed discon-
tinuity surface (A1.6)–(A1.12) with subsequent assignment to the un-
perturbed interface z = 0.

In the expressions (23)–(36), the transition to amplitude representa-
tion is made. In eqs. (23)–(28) and boundary conditions (29)–(36), the 
stream function is entering as follows:

 ,yv
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and the desired variables are represented as

[ψ (y, z, t), p (y, z, t), Tl (y, z, t), C (y, z, t), Ts (y, z, t), h (y, t)]T =

 = [ϕ (y, t), ∏ (z), Tl (z), C (z), Ts (z), η]T ⋅ ei⋅(k⋅y − ω⋅t), (38)

where k is the wavenumber, ω is the complex frequency.
Substituting (37) and (38) into (23)–(36) and excluding the pressure 

perturbation amplitude Π(z) in eqs. (23) and (24), we obtain a three-
point boundary value problem for the perturbation amplitudes:
(a) differential equations

 ϕIV + re ⋅ ρ ⋅ w ⋅ ϕIII − (2k2 − re ⋅ iω) ⋅ ϕII − k2 ⋅ re ⋅ ρ ⋅ w ⋅ ϕI + (39)

 + Tl
II + Pl ⋅ ρ ⋅ w ⋅ Tl

I − (k2 − Pl ⋅ iω) ⋅ Tl = −i ⋅ kPl ⋅ θ′l ⋅ ϕ, (40)

 CII + ρ ⋅ w ⋅ CI − (k2 − iω) ⋅ C = −i ⋅ k ⋅ J′ ⋅ ϕ, (41)

 Ts
II + Ps ⋅ w ⋅ TI

s
 − (k2 − Ps ⋅ iω) ⋅ Ts = 0; (42)

(b) boundary conditions

 ϕ(∞) = ϕ′(∞) = Tl(∞) = C (∞) = 0, (43)

 k ⋅ ϕ(0) − (1 − ρ) ⋅ ω ⋅ η = 0, (44)

  ϕ′′(0) − Re ⋅ ρ ⋅ w ⋅ ϕ′(0) − i ⋅ k ⋅ ϕ(0) + i ⋅ k ⋅ Re ⋅ Mp ⋅ (α↓c ⋅ C + α↓(T) ⋅ T↓l + (45)

 + T′s(0) − χ ⋅T′l(0) + ρ ⋅ w ⋅ Ew ⋅ (cvs ⋅ Ts − cvl ⋅ Tl) + [θs′′(0) − χ ⋅ θl′′(0) +

  + ρ ⋅ w ⋅ Ew ⋅ (cvs ⋅ θs′(0) − cvl ⋅ θl′(0)) + i ⋅ ρ ⋅ w ⋅ Λ*] ⋅ η = 0, (46)

 Tl(0) − Ts(0) + (θl′(0) − θs′(0)) ⋅ η = 0, (47)

 Tl(0) + Bm ⋅  Cm(0) + [(θl′(0) + Bm ⋅ J′m(0) − αBs ⋅ k2] ⋅ η = 0, (48)

 C′l(0) + (1 − κ) ⋅ ρ ⋅ w ⋅ Cl(0) + [(1 − κ) ⋅ ρ ⋅ w ⋅ J′m(0) + J′′m(0) −

 − i ⋅ ω ⋅ (1 − ρ ⋅ κ) ⋅ J(0)] ⋅ η + i ⋅ k ⋅ ϕ = 0, (49)

 Ts (−∞) = 0. (50)

Here, it is assumed that the free energy of the interface α(C, T) is a 
linear function of concentration and temperature, and the values αс, αT 
in eq. (45) are

const

,C
TC =

∂α α =  
∂   const

,T
CT =

∂α α =  
∂ 

cvl and cvs are specific heat capacities for liquid and solid phases, respec-
tively.
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4. solving a Boundary Problem;  
hierarchy of Considered Models

the coefficients of the set of eqs. (39)–(42) are functions of the variable 
z and contain exponents; therefore, the general solution of this system 
was sought in the form of an expansion in terms of exponents. It was 
assumed that
 Re << 1, Pl << 1, Ps << 1. (51)

the general solution found for the set (39)–(42) satisfying the 
boundary conditions (43) and (50) is

 ϕ(z) ≅ (Cϕ
1 + Cϕ

2 ⋅ z) e−k ⋅ z, (52)

 C(z) ≅ Cc ⋅ f1
c(z) e−λ2z + [C1

ϕ ⋅ f2
c(z) + C2

ϕ ⋅ f3
c(z)] e−(w + k) z, (53)

 Tl(z) ≅ Ct ⋅ f1
t(z) e−λ2z + [C1

ϕ ⋅ f2
t(z) + C2

ϕ ⋅ f3
t(z)] e−(w + k) z (54)

 Ts(z) ≅ Cs ⋅ e−λ3z, (55)

where C1
ϕ, C2

ϕ, Cc, Ct, Cs are arbitrary constants. Appendix 2 represents 
the types of functions in eqs. (53), (55) and λi (i = 1, 2, 3).

Applying the solutions (52)–(55) to boundary conditions (44)–(49) 
results in a uniform linear set of algebraic equations:

 A(k, Ω) x = 0, xT = [Cc, Cs, Ct, η, C1
ϕ, C2

ϕ], (56)

where
 2 24 (k ).w iΩ = + − ω  (57)

the set (52) will have a nontrivial solution, if the determinant of the 
matrix A(k, Ω) satisfies the condition

 |A(k, Ω)| = 0. (58)

equation (58), taking into account (57), associates the wave number k 
with the complex frequency ω. this type of equation is traditionally 
called the dispersion equation. From the determinant of eq. (58), one 
can obtain a dispersion equation in the form of a polynomial of degree 
n with respect to the variable Ω:

 
0

0.
n

n j
n j

j

Q −
−

=

⋅ Ω =∑  (59)

the roots of the polynomial (59) together with ratio (57) give the 
dependence of the natural complex frequencies ω of the boundary value 
problem (39)–(50) on the wave number and the physical parameters of 
the process. the sign and the numerical value of the imaginary part of 
the complex frequency ω determine the increase rate of perturbations 
amplitudes over time (‘+’ increment) or ‘−’ decrement). Using (38) and 
(57), one can obtain a relationship linking the imaginary part of the i-th 
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natural frequency with the i-th root of the dispersion eq. (59):

 
2 2 2

2( )
( , ; ) ,

4 4
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Re p w
k w k
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δ ∆ = − −

   
i ∈ {1, ..., n}, (60)

where ∆ is the set of physical parameters that define a process. Stability 
condition for a i-th degree of freedom at given values k, w, ∆ is deter-
mined by the ratio
 δi(k, w, ∆) < 0. (61)

If the ratio (61) holds for all degrees of freedom i ∈ {1, ..., n} on a 
given set {k, w; ∆}, the object is stable on this set. If, for at least one 
value of i1 ∈ {1, ..., n}, δi1(k, w; ∆) > 0 and fixed parameters k, w, ∆, the 
object is unstable at these parameters. turning (61) into equality 
δi(k, w; ∆) = 0, in general, one gives some area of neutral stability in the 
area of parameters {k, w, ∆}. In the case of two parameters, for example 
(k, w), a neutral stability curve is appeared on the corresponding plane 
separating the stability and instability areas.

If the number of degrees of freedom of an object under study, n > 1, 
it seems advisable to introduce a generalized spectral characteristic of 
the increase index (increment) as follows:

 
(1, , )

( , ; ) max ( , ; ).m i
i n

k w k w
∈

δ ∆ = δ ∆


 (62)

then, the sign of δm(k, w; ∆) will be guaranteed to determine the 
stability or instability of the object.

the order n of the dispersion eq. (59) is determined by the number 
of critical physical factors that are used in the mathematical modelling 
of the object under study. Note that, in general, an object with spa-
tially distributed parameters has an infinite number of degrees of free-
dom (eigenvalues), n = ∞. Meanwhile, the number of eigenvalues corre-
sponding to instability can be both finite and infinite. Next, to assess 
the criticality of certain factors for the stability of the crystallization 
front, let us consider some hierarchy of mathematical models: from the 
simplest to quite complex.

the simplest mathematical model of directional solidification includes 
differential equations of heat transfer in the liquid phase (26), transfer 
of impurity in the liquid phase (27), boundary conditions (29), (33), (34) 
and a condition for impurity flow continuity when crossing the phase 
boundary (35). due to the approximation considered, one put vz(0) = 0 in 
(35). this model is close to that considered by Mullins and Sekerka [6].

If, in the above ratios, we pass to the amplitude representation (38), 
it can be obtained the solutions of equations (26), (27) of the form (53), 
(54) at zero values of C1

ϕ and C2
ϕ. After substitution of the obtained solu-

tions into boundary conditions, we get a system of three linear equa-
tions of the form (56). the determinant of the matrix of this system 
leads to a second-order dispersion equation
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 Q2 ⋅ Ω2 + Q1 ⋅ Ω + Q0 = 0, (63)

where
 Q2 = − Bw ⋅ µ1,  (64)

 Q1 = 2 ⋅ [θ′s(0) + Bw ⋅ J′(0) − Bs ⋅ k2], (65)

 Q0 = µ2 ⋅ Q1 + Bw ⋅ [µ1 ⋅ (ρ ⋅ w + 2 ⋅ k)2 + 4 ⋅ µ0],  (66)

 µ↓0 = (1 − ρ ⋅ κ) ⋅ k ⋅ ρ ⋅ w ⋅ J(0) + (1 − κ) ⋅ ρ ⋅ w ⋅ J↑′(0) + J↑′′(0), (67)

 µ1 = − (1 − ρ ⋅ κ) ⋅ J(0), (68)

 µ2 = − ρ ⋅ w ⋅ (3 − 2 ⋅ κ − Re). (69) 

the functional relationship between Bw and Bm is represented by the 
ratio (A1.24). thus, the study of the stability of the crystallization 
front in this case is reduced to the computation of the roots of the sec-
ond-order polynomial (dispersion) eq. (63) with the subsequent determi-
nation of the spectral characteristic of the generalized increment δm(k) 
(62) in some area of allowable values {k, w; ∆}. the approximation con-
sidered is called model #1.

In the next, more complex mathematical model (#2), in addition to 
the ratios (26), (27), (29), (33)–(35), one considers the heat transfer in 
solid phase, equation (28). this will satisfy the condition of conserva-
tion of perturbed energy flux density (32) as well as the condition (36). 
then, running sequentially the same operations as in the previous mo-
del, one gets the variance equation of the form

 Q3 ⋅ Ω3 + Q2 ⋅ Ω2 + Q1 ⋅ Ω + Q0 = 0, (70) 
where

Q3 = −µ4,

Q2 = µ1 ⋅ Bw ⋅ (a11 + a12) − µ4 ⋅ µ2,

Q1 = µ4 ⋅ (ρ ⋅ w + 2 ⋅ k)2 + 4 ⋅ a12 ⋅ (a24 − a34) − 2 ⋅ a11 ⋅ a34,

Q0 = µ2 {2 ⋅ [µ4 ⋅ (ρ ⋅ w + 2 ⋅ k)2 + 4 ⋅ µ3] + 4 ⋅ a12 ⋅ ( a24 − a34) −

− 2 ⋅ a11 ⋅ a34} − Bw ⋅ (a11 + 2 ⋅ a12) ⋅ [µ3 ⋅ (ρ ⋅ w + 2 ⋅ k)2+ 4 ⋅ µ0],

a11 = 2 ⋅ k ⋅ χ − ρ ⋅ w ⋅ [2 ⋅ Ew ⋅ cvl − χ ⋅ (Pl ⋅ − Re)],

12

1
( 1 ),

2 s w vsa k w P E c= + ⋅ ⋅ + ⋅ ρ ⋅ ⋅

µ3 = − k ⋅ ρ2 ⋅ w ⋅ Λ* + θs(0) − χθ_l^ − ρ ⋅ w ⋅ Ew ⋅ (cvl ⋅ θ′l(0) − cvs ⋅ θ′s(0)),

µ4 = ρ ⋅ Λ*.

Compared to the previous model (63), the energy exchange at the 
phase boundary is considered, which includes the latent melting heat Λ 
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(10). As a result, model #2 increased the order of the obtained disper-
sion eq. (70): n = 3.

Finally, consider an even more complex model #3, which, in addi-
tion to the physical factors included in the models #1and #2 (63), (70), 
takes into account mass transfer in the liquid phase represented by eqs. 
(23)–(25) with the boundary conditions (29)–(31). In this model, the 
condition of ‘flowing’ across the phase boundary (30) is critical. In the 
case of ρ > 1 (for example, for a system of succinonitrile–acetone with 
ρ = 1.028), a strong interrelation occurs between the dynamic behaviour 
of the liquid phase and the dynamic behaviour of the interface. In other 
words, the condition (30) singularly perturbs the dynamic system (70), 
even when the relative density ρ is little different from one.

then, sequentially executing all the operations as in the models 
considered above, one obtains a variance equation of order nine

 
9

9
9

0

0.j
j

j

Q −
−

=

⋅ Ω =∑  (71)

the coefficients Qi, i ∈ {0, 1, ..., 9} of the dispersion equation (71), 
due to their bulkiness, are not explicitly represented here. However, 
they can be obtained by following the algorithm described above. the 
variance equation (71) describes model #3.

5. results of numerical Calculations

Numerical studies have been carried out for the process of directional 
solidification of succinonitrile–acetone binary system (SCN–Ac) (see 
Appendix 3). the main characteristic parameters of the process are as 
follows: acetone concentrations at an infinite distance from the inter-
face c0 = 0.2 mol.%, characteristic solidification rate W0 = 10−6 m/s, 
characteristic temperature difference θ0 = 0.259 K (chosen such that the 
dimensionless latent heat of solidification is Λ ∼ 1). the roots Ωj of the 
dispersion eqs. (63), (70), (71) were computed by the laguerre method 
[19]. Note that these roots are the natural numbers of the considered 
boundary problem and are related to the eigenfrequencies ωj by the ratio

 
2 2 2

2 ,
4 4

j
j

w
i k
 Ω ρ ⋅

ω = ⋅ − − 
 

 j = 1, ..., n, (72)

where n is the order of the corresponding dispersion equation.

5.1. Model #1

Consider the results of the calculation of the spectral characteristics of 
the imaginary part of eigenfrequencies obtained by computing the roots 
of the dispersion equation (63) on some set of parameter values {ζ, w}. 
Figure 2 shows the results of the spectral characterization of genera-
lized increment δm(k) using the ratio (62). three values of parameter  
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ζ ((20)–(22)) ∈ {0.1291; 1.0; 1.5} and three values of solidification rate 
w ∈ {0.01; 1.0; 100.0} were used. the figure shows that in the vicinity 
of the k ~ 10−6 wavenumbers there is an area of stability (δm(k) < 0), 
which expands as the solidification rate w increases for all ζ < 1 values 
(Fig. 2, a, b). At ζ ≥ 1, as the velocity of w increases, the area of stabil-
ity in the vicinity of small values of k disappears (Fig. 2 c, curve 3). In 
other words, there is instability relative to the long wave perturbations, 
whereas stability area occurs under large k values. then, as w increase, 
this area of stability expands and its borders move towards large values 
of k (short waves). Figure 3 represents neutral stability curves in the 
plane (k, ζ) (denoted by numbers 1, 2, 3) for three solidification rates 
w ∈ {0.01; 1.0; 100.0}, which correspond to Fig. 3, a–c. Curve 1 encom-
pass the stability area relative to the spatial perturbations in the long-
wave part of the spectrum range of the values of the parameter 
ζ {0 < ζ < 1}. In the range of values of ζ ∈ {ζ > 1}, the area of stability 
is placed between neutral stability curves 2 and 3. As the solidification 

Fig. 3. Neutral stability curves (values k turning to zero increment: δm(k) = 0 on the 
plane (k, ζ). Here, w = 0.01 (a), w = 1.0 (b), and w = 100 (c). Scale: a — (1) k ⋅ 103, 
(3) k ⋅ 1.5; b — (1) k ⋅ 2 ⋅ 102, (3) k⋅1.5; c — (1) k ⋅ 10, (3) k ⋅ 1.5

Fig. 2. Spectral characteristics of the increment δm,i (k), i ∈ {1, …, 3} obtained as a 
result of solving the second-order dispersion equation for ζ = 0.1291 (a), ζ = 1.0 (b), 
and ζ = 1.5 (c). Curves 1, 2, and 3 correspond to the solidification rates w = 0.01, 
1.0, and 100 respectively. Scale: (a) curve 1 — δm,1(k) ⋅ 10, 2 — δm,3(k); 3 — δm,3(k) ⋅ 10−2; 
(b) curve 1 — δm,1(k) ⋅ 2, curve 2 — δm,2(k) ⋅ 2, curve 3 — δm,3(k) ⋅ 0.5; (c) — all curves 
scaled one to one
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rates increases, the neutral stability curves δm,i(k) = 0, i ∈ {1, 2, 3} move 
towards short waves (large values of k).

5.2. Model #2

Figure 4 shows the results of computing the spectral characteristics of 
the imaginary part of the roots of the dispersion equation (70) on a set 
of parameter values {ζ, w}, which, according to the ratio (62), make it 
possible to compute the spectral characteristic of the generalized incre-
ment δm(k). Calculations show that the spectral characteristic δm(k), at 
some k = km assumes a minimum value of δm(km). this value as well as 

Fig. 4. Spectral curves of δm,i(k), i ∈ {1, …, 3} obtained as a result of the third order 
dispersion equation solution: ζ = 0.1291 (a1, a2), ζ = 1.0 (b1, b2), ζ = 1.5 (c1, c2). 
Curves 1, 2, and 3 correspond to solidification rates w = 0.01, 1.0, and 100, respec-
tively. Curve 1 (a1, a2) is constructed at the scale δm,1(k)⋅1.1

Fig. 5. (a) Minimum va-
lues of spectral charac-
teristics of increment 
δm,i(k), i ∈ {1, …, 3} de-
pending on the parame-
ter ζ for w = 0.01 (1); w = 1 (2), and w = 100 (3); (b) wave numbers kδm vs. ζ, which 
correspond to the minimum spectral characteristics of increment δm,i(k), i ∈ {1, …, 3}
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km wavenumbers is strongly dependent on the parameter ζ and the so-
lidification rate w. In Figure 4, spectral characteristics are given for 
three values of parameter ζ and three values of solidification rate w (see 
signature to Fig. 4). Figures 4, 5 shows that at a fixed value of ζ < 1.3458, 
as the speed w increases, the increment value of δm(k) increases at a 
value of k ∼ 10−6 (Fig. 5, a). Besides, the value of the minimum spectral 
characteristic of the increment δm(km) is increasing, as well as the wave 
numbers corresponding to the minimum of this spectral characteristic 
(Fig. 5, b). When ζ > 1.3458, the opposite effect occurs: as w increases, 
the value of the minimum spectral characteristic of the increment δm(km) 
drops and becomes δm(km) < 0 (Fig 5 a). So at ζ = 1.5 and w = 100 one 
has a stable area: δm(k) < 0 at k {3.861< k < 8.154} (Fig. 4, с1). As fol-
lows from Fig. 4, a2, b2, c2, for k ∈ {k > 20}, δm,i(k) > 0 with i ∈ {1, 2, 3}.

5.3. Model #3

Model #3 assessed the impact of the density change and latent heat of 
solidification, along with the effect of concentration supercooling on 
interface stability. to this end, the spectral characteristics of the ge-
neralized increment δm(k, w) generated by the Ωi roots of the dispersion 
equation (71) according to the ratios (60), (62) were studied. the results 

Fig. 6. Spectral characteristics of the generalized increment δm,i (k), i ∈ {1, …, 3} 
obtained as a result of solving the ninth-order dispersion equation. Here, ζ = 0.1291 
(a1, a2), ζ = 1.0 (b1, b2), and ζ = 1.5 (c1, c2). Curves 1, 2, and 3 correspond to the 
solidification rates w = 0.01, w = 1.0, and w = 100, respectively. Scale: (a1) curve  
2 — δm,2(k) ⋅ 1.1; 3 — δm,3(k) ⋅ 5 ⋅ 10−4; (a2) curves 2 and 3 — δm,i(k) ⋅ 1.1 for i = 2, 3; (b1) 
curve 3 — δm,3(k) ⋅ 2 ⋅ 10−4; (c1) curve 3 — δm,3(k) ⋅ 2 ⋅ 10−4; (c2) curve 1 — δm,1(k) ⋅ 1.1
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are shown in Figs. 6–8. Figure 6 demonstrates that the spectral charac-
teristics of generalized increments δm,i(k), i ∈ {1, ..., 3} have a minimum, 
which, with the increase of parameters w and ζ shifts towards the hig-
her values of the wave numbers km. At the same time for k > km, there 
is a monotone increasing of δm,i(k), i ∈ {1,... ,3} at k → ∞. As the solidi-
fication rate w increases, the increasing rate of increment decreases 
δm(k), k → ∞ (Fig. 6, c2). Figure 7 represents the w-dependent incre-
ments δm,i(w; k0), k0 ∼ 10−6 (Fig. 7, a), minimum increments δm,i(w; kδm,i(w)) 
(Fig. 7, b) and wave numbers kδm,i(w) corresponding to the minimum 
spectral characteristics of the increments for the three values ζ (Fig. 7, 
c). It can be seen from the figure that, with the increasing of w, the 
increment, at a given very small wavelength number k = k0, monotoni-
cally grows and does not depend on the parameter ζ. Figure 8 shows the 
dependencies of the increments δm,i(ζ; k0), δm,i(ζ; kδm,i(ζ)) and wavenum-

Fig. 7. the increment δm,i (w, k) and wave numbers kδm,i (w) corresponding to its 
minimum vs. the solidification rate. Curves 1, 2, and 3 correspond to ζ = 0.1291, 
1.0, and 1.5, respectively. (a) dependence of the increment δm,i(w; k0), i ∈ {1, …, 3}, 
k0 ∼ 10−6. (b) dependence of minimum values of the increment δm,i(w; kδm,i(w)), 
i ∈ {1, …, 3}. (c) dependence of the wave numbers kδm,i(w), i ∈ {1, …, 3}

Fig. 8. the dependences of the increments δm,i(w, k) and wave numbers kδm,i(ζ), cor-
responding to the minimum of the increment, on the parameter ζ. Curves 1, 2, 3 
correspond to w = 0.01, 1.0, 100. (a) the dependence of increment δm,i(w, k), 
i ∈ {1, …, 3}, k0 ∼ 10−6; scale: δm,1 ⋅ 104; δm,2⋅0.99; δm,3 ⋅ 10−4. (b) the dependence of the 
minimum values of the increment δm,i(ζ; kδm,i(ζ)), i ∈ {1, …, 3}; scale: δm,1 ⋅ 103; 
δm,3 ⋅ 0.5⋅10−4. (c) the dependence of wave numbers k𝛿m,i(w), i ∈ {1, …, 3}, i ∈ {1, …, 3}; 
scale: δm,1⋅ 103; δm,2 ⋅ 0.8 ⋅ 102



382 ISSN 1608-1021. Prog. Phys. Met., 2023, Vol. 24, No. 2

O.P. Fedorov, A.G. Mashkovsky, and Ye.L. Zhivolub

bers kδm,i(ζ) on the parameter ζ for the three values of the solidification 
rate (curves i = 1; 2; 3). At low solidification rates w = 0.01, the incre-
ment δm,1(ζ; k0) is slowly decreasing, if ζ increases (curve 1, Fig. 8, a). 
At mean and sufficiently high solidification rates w ∈ {1.0; 100}, incre-
ment δm,i(ζ; k0) increases slightly under increasing of ζ (curve 2, 3, Fig. 8, 
a). the minimum value of increment δm,i(ζ; k𝛿m,i(ζ)) decreases signifi-
cantly, as the ζ increases and the solidification rates are high enough 
(w = 100; Fig. 8, c, curve 3).

6. discussion

the phenomenological approach developed in this paper allows studying 
the relative contribution of various physical effects to the loss of stabi-
lity of a planar solid–liquid interface. It is known that the most ap-
proaches to this problem ignore such factors as the removal of latent 
melting heat through solid and density change during crystallization. 
the description of the latter factor allows clarifying the role of melt 
flow in the formation of interface morphology. the effect of melt flow 
caused by convection or forced stirring has been investigated in many 
studies (see references in [13]). For example, the work [9] shows that 
the flow can both suppress and stimulate the development of distortions 
on the interface. the analysis in ref. [13] showed that the fluid flow 
tangent to the interface significantly reduces the areas of stability. 
Present paper examines the flux effects associated with a density change. 
this effect is irreducible because it is related to the internal properties 
of the substance. It is interesting to compare this effect with others that 
determine the loss of stability conditions at the interface during direc-
tional crystallization.

In order to solve the problem, the phenomenological theory of con-
tinuous media [19, 20] considers the hierarchy of three mathematical 
models of different complexity constructed in an infinite region of flat 
geometry. Furthermore, the stability of the phase boundary during the 
stationary process of directional solidification described by the system 
of eqs. (1)–(11) is solved numerically. Stability conditions are investi-
gated by introducing infinitely small perturbations followed by the de-
termination of the generalized spectral characteristic (increment) δm(k, w), 
the sign of which defines areas of stability or instability. that is, the 
approach is basically same as in the theory of Mullins and Sekerka [6]. 
However, a substantial difference is the way of calculation the value of 
the temperature gradient at the interface. theory [6] assumes the spe-
cial temperature conditions on the heater and cooler that are necessary 
to form a stationary temperature gradient at the interface. In the pre-
sented model, it is assumed that the temperature of the heater and 
cooler at infinity have constant values ϑl and ϑs. the temperature gra-
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dient at the crystallization front is described by two dimensionless pa-
rameters ζ and τ, whose values according to (21) and (22) are uniquely 
related to ϑl and ϑs, which automatically fulfil the stationary condition 
(17). In other words, the study of the stability of the crystallization 
front using ζ and τ is guaranteed for the stationary process described by 
eqs. (1)–(11).

Note that the parameter τ, which is related to physical parameters 
by the ratio (19), at fixed values of w, lt and ζ, determines the tempera-
ture of ϑs (22) and does not affect the stability of the crystallization front.

For ease of comparison of the results of all three models, the calcu-
lations were performed using a set of parameter values {ζ, w} common 
to the models in question.

Model #3 provides for the most complete consideration of factors 
controlling the real solidification process. In this case, the decisive role 
of the density change in comparison with other factors has been demon-
strated, as well as the absence of the area of stable interface morpholo-
gy. At the same time, it is interesting not only this end result, but also 
the evolution of the morphological features of the interface, taking into 
account different approximations. Note also that the present approach 
gives not only the configuration of the areas of stable interface mor-
phology, but also allows to estimate the relative rates of the develop-
ment of distortions of different wavelengths.

A comparison of the various approximations makes it possible to 
analyse the summary of results in Figs. 2–8. Model #1 (Figs. 2, 3) takes 
into account the transport of heat and impurity in a liquid phase, con-
tinuity equations for impurity flux crossing the phase boundary, and 
boundary conditions corresponding to the Mullins and Sekerka model. 
the calculated configurations of the stability areas demonstrate their 
alternation with the areas of instability in a wide range of solidification 
parameters. Figures 2, a, b, and 3 show that at ζ < 1 and low k values 
the model #1 gives an area of stability that is missing when considering 
models ##2 and 3. there is a parameter range where this model gives 
a picture similar to that considered in Mullins and Sekerka theory. In 
Figure 2, b, we can see the emergence of a stability area at mean k val-
ues for some growth rate. In this case, numerical values have the same 
order of magnitude, with estimates made based on the theory [6] for the 
system of succinonitrile–acetone.

Additional consideration of latent melting heat in model #2 and 
mass transfer effect due to density change in model #3 (in addition to 
model #1) results in significant reconfiguration of the stability areas. 
Particularly, model #2 gives a weak instability δm = 10−5 for w = 0.01 
and ζ = 0.1291 (at k = 10−6), which increases rapidly with w and ζ and 
at w = 100, ζ = 1.5 reaches values of δm = 104 (Fig. 4, a1–c1). Model #3 
with increasing of w gives an even larger increase of instability at 
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k = 10−6 (Fig. 6), which, in this model, is practically independent of the 
parameter ζ (Fig. 7, a). thus, in models #2 and #3 (as opposed to 
model #1), at low values w, the front has a low instability relative to 
longwave perturbations, which increases rapidly with the solidification 
rate. Characteristically, the maximum contribution to long-wave insta-
bility is the effect of a density change on the solidification front.

the configuration of the obtained instability domains is characte-
rized by pronounced extremes in the area of certain values of solidifica-
tion parameters. For example, for model #1 at ζ = 1 (in model #2, 
ζ = 1.3), a special point is identified where all regions of stability and 
instability converge. At this point, the generalized increment δm(k, w) 
takes the minimum (for models #1 and #2 negative) values, which 
corres ponds to the absence of perturbations (or their slow development 
in the case of model #3) for all growth rates. the observed features 
indicate that in the real spectrum of disturbances one should expect a 
large set of different frequencies which evolve at different speeds.

In order to compare present results with those of the experimental 
studies, one took the work [19] as reference one. First, it dedicated to 
experimental study of the interface dynamics during directional solidi-
fication of succinonitrile–acetone binary system, the physical character-
istics of which are taken as a basis in present paper. In addition, the 
parameters of the experimental set-up and the measurement procedure 
are sufficiently detailed in ref. [21]. to adapt our calculations to ref. 
[21], in the co-ordinate system related to the solidification front, one 
enters the co-ordinate of the lower edge of the heater (Fig. 1):

 zh = lh − lt, (73)

where lh is the distance between the top edge of the cooler and the bot-
tom edge of the heater (Fig. 1). then, the temperature on the lower edge 
of the heater, considering (13), will have the following appearance

 θl(zh) = ϑl ⋅ [1 − e−Pl ⋅ w ⋅ (lh − lt)] + ϑ0 e
−Pl ⋅ w ⋅ (lh − lt) (74)

and the temperature at the top of the cooler

 θs(−lt) = ϑs. (75)

Solving eq. (21) with respect to ζ and taking into account (74), one get
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Note that, in this case (due to fixing the temperatures of the heater 
and the cooler and, therefore, the external gradient), parameter ζ be-
comes dependent on the solidification rate w. After deleting from (22) 
the parameter ζ, considering (75), and entering the symbol

 x = ePl w lt, (77)

one gives an equation to determine the position of the solidification 
front lt at fixed temperatures of heater ϑl(zh) = ϑh and cooler ϑs(−lt) = θc.



ISSN 1608-1021. Usp. Fiz. Met., 2023, Vol. 24, No. 2 385

Solid–Melt Interface Stability during Directional Solidification

 
1

1 2 0,
s s

l l

P P

P PAx B x B x C
+

+ + + =  (78)

where A = Λ*exp (−Pl w lh),

 

*
1 0( ) exp( ),

1
s

c l h

P
B P w l

 = θ − ϑ − Λ − − κ 

B2 = −χ Pl (θh − θ0) − Λ*,

 
*

0 0( ) ( ) .
1

s
l h c

P
C P= χ θ − ϑ − θ − ϑ + Λ

− κ

Figure 9 shows the dependence lt(w) obtained from the solution of equa-
tion (78) for a set of w values. the experimental parameters from the 
work [21] used in the calculations are presented in Appendix 3.

Figure 10 shows the spectral characterization of the increment δm(k), 
calculated using a model adapted to ref. [21] for the solidification rate 
of w = 0.75 µm/s. In order to get the relationship between δm(k) and the 
parameters characterizing the evolution of interface disturbances, one 
represents the interface disturbances function δfN(ξ, t) in the following 
way. Consider a superposition of N eigenfunctions of the boundary 
problem, which correspond to a set of unstable eigenvalues

 δm(n) = δm,n, n ∈ {0, 1, …, N},

 
)

,
0

2
( , ) exp [ ( )] cos 2 ( 1 ,

1 4

N

N N m n n
n

f t C t n
n=

π  δ ξ = δ ⋅ θ ⋅ + π ξ −  +   
∑  (79)

where CN is a normalizing constant, n is an integer wave number related 
to wave number k by the following ratio 

Fig. 10. Spectral characteristic of the increment δm,i(w, k) calculated for experimen-
tal conditions given in ref. [10]

Fig. 9. dependence of the interface position on the solidification rate under experi-
mental conditions given in ref. [10]
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 n  {1, 2, ..., N}. (80)

the latter takes place due to the finite interface length Lg. then, 
solving eq. (80) relative to the wave number k for each value n ∈ {1, 2, 
..., N}, one gets a set of values of the wave numbers kn. these values, 
according to the spectral characteristic (Fig. 10), determine the eigen 
numbers (increments) δm,n = δm(kn), which are responsible for the devel-
opment of the initial perturbation of the interface. the length of the 
interface Lg and the characteristic (diffusion) length L0 are given in Ap-
pendix 3. Function ⋅:x → x is defined as the largest integer, less than 
or equal to x [22]. the function ϑn(t)) (used in (79)) is defined as

 
if

( )
otherwise

n
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t t T
t

T
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θ =   (81)

with t being a dimensionless time,

 
,

3
.n

m n

n
T =

δ
 (82)

Figure 11 displays the superposition N + 1 = 50 eigenfunctions (79) 
in the domain of ξ {0, 1}, corresponding to the length of the interface 
Lg = 0.01 m, at times t ∈ {2 ⋅ 10−5; 10−4; 10−3; 3 ⋅ 10−3}. the structures pre-
sented in the figure are the result of superposition of eigenfunctions. 
Since a linear model was used, these structures should be considered the 
beginning of a process that becomes non-linear over time.

Fig. 11. Spatial structures formed as a result of superposition of 50 eigenfunctions 
corresponding to a set of unstable eigenvalues δm(n) = δm,n (n ∈ {0, 1, …, 49}) for time 
points t = 2 ⋅ 10−5 (a), t = 1 ⋅ 10−4 (b), t = 1 ⋅ 10−3 (c), t = 3 ⋅ 10−3 (d)
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the structure presented in Fig. 11 is close to the cellular, and its 
period is close to the experimental one [21]. therefore, it can be argued 
that the theory gives a qualitatively consistent with the experiment 
morphology of the interface. It should be noted that theory considers a 
linear model; so, the coincidence of the order of magnitude of the cel-
lular spacing refers to the linear stage of patter formation. In most 
experiments known to us, as in the work [21], there is a substantially 
nonlinear process of cell formation, the description of which goes be-
yond this work.

7. Conclusions

the phenomenological analysis of the directional solidification of binary 
alloy, which account the influence of a solid–liquid density change and 
heat removal through solid phase has been developed for the problem of 
planar interface stability. the approach is free of some assumptions of 
Mullins and Sekerka theory, in particular the assignment of special con-
ditions for the formation of a stationary temperature gradient at a 
crystallization front. the areas of stability and instability are described 
in terms of the system of parameters ζ and τ, whose range of values is 
guaranteed to provide the stationarity condition at the interface. they 
are only related to the temperature values of the heater and cooler (ϑl 
and ϑs).

the problem of interface stability was studied by introducing in-
finitesimal perturbations, followed by determination of eigenvalues of 
the boundary problem formulated for perturbations. the dispersion 
equation, which relates the wave number k to the complex frequency ω, 
is obtained in the form of a polynomial of degree n. Polynomial roots 
make their natural complex frequency ω dependent on the wave number 
and physical parameters of the solidification process. the sign and nu-
merical value of the imaginary part of the complex frequency ω deter-
mines the index of increase (‘+’ increment) or attenuation (‘−’ decre-
ment) of the amplitude of perturbations over time. the generalized 
spectral characteristic of the perturbation (increment) δm(k, w) is intro-
duced, the sign of which is guaranteed to determine the areas of stabil-
ity or instability of an interface.

Within the framework of the general approach, the hierarchy of 
three particular models, which correspond to different degrees of con-
sideration of physical parameters of solidification process, has been 
studied. the model #1 (polynomial degree n = 2) takes into account of 
heat and impurity transfer in the liquid phase, condition for impurity 
flow continuity when crossing the phase boundary and boundary condi-
tions, which correspond to Mullins and Sekerka model. Additional con-
sideration of the latent melting heat in model #2 results in an increase 
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in the order of the dispersion equation to n = 3. Model #3 (n = 9) takes 
account of the liquid-phase mass transfer due to the effect of fluid 
movement due to density change other than the parameters included in 
models ##1 and 2.

Model #1 shows alternating areas of stability and instability over a 
wide range of solidification parameters. there is an interval of param-
eters where this model gives a similar behaviour as described in Mullins 
and Sekerka theory (Fig. 2, b): the emergence of stability area under 
mean K values for a certain growth rate value; the numerical values 
have one order of magnitude with the assessment of the theory [6] for 
the succinonitrile–acetone system. At the same time, in contrast to the 
Mullins and Sekerka theory, under relatively high growth rates and 
small K values, an area of stability has been identified.

For all models considered, there is a complex pattern of alternating 
areas of stability and instability, which is sensitive to the change of 
parameters w and ζ (dimensionless parameters characterizing the growth 
rate and temperature gradient at the interface). the configuration of 
the obtained areas includes pronounced extremes under certain values 
of solidification process parameters. thus, for a model #1 at ζ = 1 (in 
model #2, ζ = 1.3), a special point is identified, in which all areas of 
stability and instability converge. At this point, the generalized incre-
ment δm(k, w) adopts minimum (in models ##1 and 2, it becomes nega-
tive) values, which corresponds to no perturbations (or their slow devel-
opment in the case of model #3) for all growing rate values. the ob-
served features indicate that in the real picture of perturbations 
development a large set of different frequencies that develop at differ-
ent speeds should be expected.

A comparison of the three models shows that the effect of heat dis-
sipation through the solid phase (model #2) and the melt flow due to the 
density change (model #3) has a significant influence on the occurrence 
of instability, and neglect of these factors distorts the physical picture 
of the process. the most significant factor in comparison with others is 
the density change at crystallization. When this factor is taken into ac-
count, there are no areas of stability, but only slowly developing long-
wave distortions at low growth rates.

Comparison with the experiment demonstrates the relevance of the 
obtained picture of the development of unstable interface morphology 
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because of the interaction of perturbations of different wavelength. 
However, observation of an undistorted planar surface for a relatively 
long time can be explained by the long-term nature of long-wave distur-
bances at low growth rates.

APPENDIX 1. 

general view of the equations describing  
the directional solidification Process  
in the absence of external Forces

Generally, the dimensionless equations, which determine the dynamics 
of directional crystallization of the binary melt, in some simply con-
nected spatial domain (under specified conditions at the outer bound-
ary), in the absence of external volume forces, are in the following 
forms:
 1

w p
t z Re

∂ ∂
+ ∇ − ρ ⋅ = −∇ + ∆

∂ ∂
v v

v v v,  (A1.1)
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∂ ∂
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where v is vector of liquid flow velocity; w is the solidification rate 
(Fig. 1); p is a liquid phase pressure; Tl is liquid phase temperature; C 
is mass fraction of impurity in the liquid phase; Ts is solid phase tem-
perature; r is vector in the coordinate space {x, y, z}; t is time. diffusion 
in the solid phase is not considered.

the set of equations (A1.1)–(A1.5) should be supplemented with 
conditions for continuity of the flows across the interface [20]:

 (vn − Ɗ) = −ρƊ, (A1.6)

 Pn + Pn + v (vn − Ɗ) = Ps,n, (A1.7)

 Me (Rn ⋅ Ɗ) + Pp (Pn ⋅ v) + χql, n + [Λ + En ⋅ Ul](vn − Ɗ) = 

 = qs, n − Ew ⋅ ρUsƊ, (A1.8)

 Cl(vn − Ɗ) − (n ⋅ VCl) = −ρ ⋅ Cs Ɗ, (A.1.9)

 Cs = κ ⋅ Cl , (A1.10)

where vn is the projection of the liquid phase velocity vector to the 
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positive normal direction n; Rn is the surface density of the external 
forces distribution for the force medium (including surface tension); Pn 
is the surface density of internal forces; qln is projection of the specific 
heat energy flow from the liquid phase to the normal to the interface; 
qs,n is projection of the flow of specific thermal energy in the solid phase 
to the normal to the interface; Ul is specific internal energy of the liquid 
phase; Us is specific internal energy of solid; Λ is latent specific heat of 
melting; Cl is mass fraction of impurity at the interface on the liquid 
phase side; Cs is mass fraction of impurity at the interface on the solid 
phase side; κ is partition coefficient; vn is velocity of the movement of 
the considered point r of the discontinuity surface S (r, t) = 0 in the di-
rection of the normal at that point. Here and further, index n means 
that this physical quantity is considered at the point of the discontinu-
ity surface S (r, t) = 0 with the norm with the normal n.

Velocity vector D is represented by a ratio

 
grad s

S

t
S

∂
∂= −D n ,  (A1.11)

whereas the discontinuity surface is determined in this case by the ratio

 S (r′, t) = z′ − wt − h (x, y, t), (A1.12)

where h(x, y, t) is a deviation from the planar interface.
ratios (A1.6)–(A1.10) represent the conditions for continuity of the 

flows across the interface of mass, momentum, energy and mass frac-
tion of impurity, respectively [20].

Phenomenological relationship should be valid on the crystallization 
front:
 Tl|S = Ts|S − BmCm − Bsα ∆s h,  (A1.13)

where α is the dimensionless surface tension coefficient; ∆S is laplace 
operator on the surface S; TM is melting point.

In the dimensionless reduction of the set of equations and boundary 
conditions, the following parameters were used as characteristic param-
eters: W0 is solidification rate, L0 = D/W0 is length, t0 = D/W0

2 is time, 
θ0 is temperature, and C∞, mol.% is molar concentration of impurity in the 
liquid phase at infinity.

dimensionless complexes that are included in the system of equa-
tions (A1.1)–(A1.10), (A1.13) have the forms:
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where ρl, v are density and kinematic viscosity of liquid phase, respec-
tively; al is thermal diffusivity of liquid phase; D is diffusion coeffi-
cient in the liquid phase; as is thermal diffusivity of solid phase; ρs is 
density of the solid phase; α0 is surface tension coefficient; m is slope 
of the liquidus on the diagram of state; cl, cs are thermal capacities of 
the liquid and solid phases, respectively; λ is latent heat of melting.

Since eqs. (A1.4), (A1.9), (A1.10) contain a mass fraction of impu-
rity, and the phenomenological ratio (A1.13) contains a molar fraction 
of impurity, it is necessary to have a ratio that binds the molar and 
mass fraction of impurity:

 Cmol% = 100 ⋅ Cdm ⋅ Cm,  (A1.14)

where Cdm is the coefficient of normalization of the molar fraction Cm to 
unity at z = ∞. the molar fraction Cm is determined by the relation

 a
m

s a

n
C

n n
=

+
,  (A1.15)

where na is the amount of impurity moles (e.g., acetone), ns is the num-
ber of moles of the base substance.

the mass concentration of impurity is determined by the ratio

 Cweidht% = 100 ⋅ Cdw ⋅ Cw, (A1.16) 

where Cdw is the coefficient of normalization of the mass fraction Cw to 
unity at z = ∞. the mass fraction Cw is determined by the relation

 a a
w

s s a a

n M
C

n M n M

⋅
=

⋅ + ⋅
,  (A1.17)

where Ma is molecular mass of the impurity, Ms is molecular mass of 
the basic substance.

From the ratios (A1.15), (A1.17), taking into account (A1.14), 
(A1.16), the ratio between molar and mass fractions of impurity is ob-
tained as follows:

 =
+ −

( , , )

( , , )
( , , )( )
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s w
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m

a dw w s a

C
M C y z t

C
C y z t

M C C y z t M M
 (A1.18)

where Cm(y, z, t) is normalized molar fraction of impurity, Cdw is nor-
malization factor to unit of mass fraction at infinity; Cdm is normaliza-
tion factor to unit of molar fraction at infinity, Cw(y, z, t) is normalized 
mass fraction of impurity, Ms is molecular mass of succinonitrile, Ma is 
molecular mass of acetone.
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When passing to perturbations problem, it takes place as follow:

 Cw(y, z, t) → J(z) + ε C(y, z, t), (A1.19)

 Cm(y, z, t) → Jm(z) + ε Cm(y, z, t), (A1.20)

where J(z), Jm(z) are mass and molar fractions of impurity in the sta-
tionary process, respectively; C (z, t), Cm(z, t) are perturbations of mass 
and molar fractions of impurity, respectively. replacing in (A1.18) the 
molar and mass fractions of impurity according to (A1.19) and (A1.20), 
we get
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the relationship between the derivatives J′m(z) and J′(z) has the form
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Next, enter the symbol
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then, taking into account (A1.22) and (A1.24), at the interface, the fol-
lowing ratios should be valid:

 BmJ′m(0) = BmJ′(0), (A1.25)

 BmCm(0, t) = BmC(0, t). (A1.26)

APPENDIX 2.

explicit Form of the Functions used in eqs. (52)–(55)
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 f1
c(z) ≅ 1 + e−Re ⋅ ρ ⋅ w ⋅ z, (A2.4)
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APPENDIX 3. 
Parameters of the Experiment [21].  
Thermophysical Properties of Succinonitrile–Acetone System

No. Physical and experimental Parameters Value

1 Heater temperature, Th 166 °C
2 dimensionless temperature difference on the heater,  

ϑh = (Th − Tm)/ϑ0

416.641

3 Cooler temperature, Tc 16 °C
4 dimensionless temperature difference on the cooler, 

ϑc = (Tc − Tm)/ϑ0

−162.51

5 distance between heater and cooler, Lh 0.05 m
6 dimensionless distance between heater and cooler, lh = LhW0/D 39.37
7 temperature gradient, Ge = (Th − Tc)/Lh 3000 °C/m
8 dimensionless temperature gradient, Gϑ = DGe/W0ϑ0 14.71
9 length of solidification front, Lg 0.01m

10 dimensionless length of solidification front, lg = LgW0/D 7.874
11 Characteristic (diffusion) length, L0 = D/W0 0.00127 m
12 Molar fraction of impurity at infinity, Cdm 0.002
13 Mass fraction of impurity at infinity, Cdw 0.00145

Succinonitrile Parameters Value remarks

Molecular mass (MSCN) 80.092 g ⋅ mole−1 —
density of solid state (ρs) 1.016 g/cm3 extrapolated to 

melting point
density of liquid (ρm) 0.988 g/cm3 In melting point
equilibrium melting point (Tm) 58.09 °C —
Melting heat (λ) 3702.8 J ⋅ mole−1 —
Specific heat in solid state (Cps) 153.21 J ⋅ mole−1 ⋅ K In melting point
Specific heat in melted state (Cpl) 160.18 J ⋅ mole−1 ⋅ K In melting point
thermal conductivity in solid state (ks) 2.24 ⋅ 10−3 J ⋅ (cm ⋅ s ⋅ K)−1 In melting point
thermal conductivity in melted state (kl) 2.23 ⋅ 10−3 J ⋅ (cm ⋅ s ⋅ K)−1 In melting point
Free energy of the interface (αsl) 8.95 ⋅ 10−7 J ⋅ cm−2 In melting point
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стійкість ФаЗовоЇ МеЖі кристал–роЗПлав ПротягоМ  
сПряМованоЇ кристаліЗаЦіЇ: ФеноМенологічна теорія

розроблено математичну модель, що уможливлює в межах єдиного феноменоло-
гічного підходу дослідити стійкість пласкої фазової межі протягом спрямованого 
тверднення двокомпонентного сплаву з урахуванням впливу стрибка густини на 
фазовій межі та тепловідведення через тверду фазу. виявлено складну картину 
чергування областей стійкости та нестійкости, чутливу до зміни параметрів ви-
рощування та температурного ґрадієнту на фронті кристалізації. області нестій-
кости характеризуються великим набором частот збурень, що розвиваються з 
різними швидкостями. Показано, що неусувна течія рідкої фази, спричинена 
стрибком густини, відіграє головну роль у втраті стійкости фронту твердіння та 
реалізується для збурень з будь-яким хвильовим числом k > 0.
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