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Modelling Distributed Shape Priors by Gibbs Random Fields of Second Order

plex shapes as spatial compositions of simple parts.

1. Introduction

Motivation and goals

The recognition of shape characteristics is one
of the major aspects of visual information process-
ing. Together with colour, motion and depth proces-
sing it forms the main pathways in the visual cortex.

Experiments in cognitive science show in a
quite impressive way, that humans recognise
complex shapes by decomposition into simpler
parts and interpreting the former as coherent spa-
tial compositions of these parts [7]. Corresponding
guiding principles for the decomposition are iden-
tified from these experiments as well as from re-
search in computer vision (see e.g. [9]). The for-
mulation of these principles relies however on the
assumption that the objects are already segmented
and thus concepts like convexity and curvature
can be applied.

From the point of view of computer vision it is
desirable to use shape processing and modeling in
the early stages of visual processing. This allows
to control e.g. segmentation directly by prior as-
sumptions or by feedback from higher processing
layers. This leads to the question whether compos-
ite shape models can be represented and learned in
a topologically fully distributed way. The aim of
the presented work is to study this question for
probabilistic graphical models.

Related work

All mathematically well principled shape mod-
els for early vision can be roughly divided into the
following two groups.

Global models treat shapes as a whole. Promi-
nent representatives are variational models and
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The potentials of Gibbs random fields are analyzed for the shape prior modeling. It is shown that the expressive power of second order
GREFs is already sufficient to express simple shapes and spatial relations between them simultaneously. This allows to recognize com-
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level set methods in particular. A shape is de-
scribed up to its pose by means of a level set func-
tion defined on the image domain. Cremers et.al.
have shown in [2] how to extend these models for
scene segmentation. Recently we have shown how
to use level set methods in conjunction with
MRFs [4]. Global shape models are well suited
e.g. for segmentation and tracking if the number
of objects is known in advance and a good initial
pose estimation is provided.

Semi global models consider shape characteris-
tics in local neighbourhoods and go back to the
ideas of G. Hinton on «product of experts» as well
as of Roth and Black on «fields of experts» (see
[6, 11] and citations therein). Mathematically
these models are higher order GRFs of a certain
type — additional auxiliary variables are used to
express mixtures of local shape characteristics in
usually overlapping neighbourhoods. Marginalisa-
tion over these auxiliary variables results in GRFs
of higher order. The work of Kohli, Torr et.al.
[10, 8] demonstrates how to introduce such higher
order Gibbs potentials directly and to use them for
segmentation in hierarchical Conditional Random
Fields (CRF). However, it is not clear how to
learn the graphical structure for such models.

Contributions

We will show that Gibbs Random Fields of the
second order have already sufficient expressive
power to model complex shapes as coherent spa-
tial compositions of simpler parts. Obviously,
these models have to have a significantly more
complex graphical structure than just simple lat-
tices. Moreover, the graphical structure itself be-
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comes a parameter which has to be learnt together
with the Gibbs potentials for each considered
shape class.

From the application point of view these mod-
els have advantages especially in the context of
scenes with an unknown number of similar objects
(i.e. all objects are instances of a single shape
class). Moreover, such models can be easily com-
bined for scenes with instances of different shape
classes.

The structure of the paper is as follows. In sec-
tion 2 we introduce the GRF model for composite
shapes and discuss the inference and learning tasks.
The latter means to learn the Gibbs potentials and
the graphical structure itself. The section 3 gives
experiments exploring the expressive power of the
model — first we separately show its ability to ex-
press spatial relations between segments and its
ability to model simple shapes. Then we demon-
strate its capability to model composite shapes
including structure learning. Finally, we show
how to combine such models for the discrimina-
tion of shape classes.

2. The shape model

Probability distribution

We begin with the description of the prior part
of our shape model. Let D — Z* be a finite set of
nodes ¢ € D, where each node corresponds to an
image pixel. Let 4 = Z” be a set of vectors used
to define a neighbourhood structure on the set of
nodes, i.e. a graph: two nodes ¢ and ¢’ are con-
nected by an edge if t'—t=ae A. To avoid dou-
ble edges we require —4ANA=0 (we use unary
potentials as well). The resulting graph is obvi-
ously translational invariant and the elements of
a € A define subsets £, c E of equivalent edges,
where e=(t,t') e E, if t'—t=a. A simple exam-
ple is shown in Fig. 1.

Given a class of composite shapes, we denote
the set of its parts enlarged by an extra element for

the background by K. A shape-part labelling
y:D— K 1is a mapping, that assigns either a

shape-part label or the background label y, € K to
eachnode € D. A function u, : K xK - R 1is de-

fined for each difference vector a € 4. Its values
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u,(k,k") are called Gibbs potentials. A corre-

sponding probability distribution is defined over
the set of shape-part labellings as follows:

1
exp u, () (1)
Z P L

where Z denotes the partition sum (we omit the
unary terms for better readability). This p.d. is
homogeneously parametrised — all edges in an
equivalence class E, have the same potentials.

p(y)=
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Fig. 1. Left: example of a translational invariant graphical structure.
Equivalence classes of edges E, are coloured by different
colours. The set 4 is represented by bold edges outgoing from
the central node. Right: Gibbs potentials for an edge from E,.

Note that the parameters u, of this model are

unique up to additive constants for a given p.d.
under fairly general assumptions — the only possi-
ble equivalent transformations (aka re-parametri-
sations) consist in adding a constant 1, ()=

=u,()+const . This will be shown in appendix A.

Therefore, we assume from here that the Gibbs
potentials for each @ € 4 are normalised to sum to

Zero: zk,kua (k,k")=0.
It is important to notice that a homogeneously

parametrised GRF on a finite domain D cZ’ is
not necessarily homogeneous. A p.d. p(y) for

labellings y: D — K 1is called homogeneous if its

marginals for congruent subsets coincide. This
inhomogeneity, if present, usually reveals at the
domain boundary. It is easy to verify that the con-
verse is true at least for chains: a homogeneous
Markov model on a finite chain admits a homoge-
neous parametrisation.

The appearance model is assumed to be a
«simple» conditional independent model. The
probability to observe an image x: D — C (C is
some colour space) given a shape-part labelling y is

px|y)=]]p |5 )

teD
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In the light of the current popularity of CRFs it
might well be asked, why we decided to favour a
GRF here. Both variants are identical with respect
to inference. Differences occur for learning. We
can imagine that shape-part labellings can be used
as latent variable layers for complex object seg-
mentation models. Recently, empirical risk mini-
misation learning has been suggested for struc-
tured SVM models with latent variables [13]. This
shows that the learning of graphical models with
latent variables is possible for both variants —
GRFs and CRFs. However, since we want to stu-
dy the expressive power of the model in its pure
form, we need a prior p.d. and moreover, we want
to be able to learn such models fully unsupervised,
which is possible for GRFs but not for CRFs.

The inference task

Informally, the inference task can be under-
stood as follows. Given an observation (i.e. an im-
age), it is necessary to assign values to all hidden
variables. We pose the segmentation task as a
Bayesian decision task. Let y" be the true (but un-

known) segmentation and C(y, ") be a loss func-

tion, that assigns a penalty for each possible deci-
sion y. The task of Bayesian decision is to mini-
mise the expected loss

R(y;x)=2p(y'|)C(»,y) > min.  (3)
y y
We use the number of misclassified pixels

Cr.y)=> Wy, =y} 4)

as the loss function. It leads to the max-marginal
decision

y = maxp(y, =k|x) VieD. (5)

Hence, it is necessary to calculate the marginal
posterior probabilities for each node #€ D and
label k€ K. Currently this task is infeasible for
GRFs. Several approximation techniques based e.g.
on belief propagation or variational methods have
been suggested for this task (see e.g. [12] for an
overview). Unfortunately none of them guarantees
convergence to the exact values of the sought-
after marginal probabilities. To our knowledge,
the only scheme which does it is sampling, which
1s however known to be slow [3].
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Estimation of Gibbs potentials

The learning task comprises to estimate the un-
known model parameters given a learning sample.
We assume that the latter is a random realisation
of 1.1.d. random variables, so that the Maximum
Likelihood estimator is applicable.

The following situations are distinguished de-
pending on the format of the learning data. If the
elements of the sample have the format (x,y) then
the learning is called supervised. If, instead, they
consist of images only then the learning is called
fully unsupervised. To cope with variants in-bet-
ween as well, 1.e. partial labellings y,, we con-
sider the elements of the training sample to be
events of the type 8= (x,y,) ={(»,X)| 3, =y, }.

We start with the learning of unknown poten-
tials u. For simplicity we consider the case when
only one event /3 is given as the training sample.

According to the Maximum Likelihood principle,
the task is

p(B;u)=> p(y)p(x|y)—> max.  (6)

yeB
Taking the logarithm and substituting the
model (1), (2) gives

L(u)=log > exp[D D u, (v, y)p(x| y) -
yeB acAtt'eE
“ (7
—log(Z(u)) — max.
It is easy to prove, that the derivative with re-

spect to the potentials is a difference of expecta-
tions of some random variable n, (k,k';y) with

respect to the posterior and prior p.d.
OL/ou,(k, k') =E 5. [n,(k, k5 )] -

_Ep(y;u)[na(kak,;y)]'
The random variables 7, (k,k'; y) are defined by
n, (k)= 2 1y, =ky, =k} )
tt'eE,
and represent co-occurrences for label pairs
(k,k") along the edges in £, for a labelling y.

®)

Combining these random variables into a random
vector @, the gradient of the log-likelihood can
be written as

VL) =E 3., [P]-E ., [P]. (10)
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The exact calculation of the expectations in (8)
is not feasible. Therefore, we suggest to use a sto-
chastic gradient ascent to maximise (7). The learn-
ing algorithm is an iteration of the following
steps:

1. Sample y and y according to the current

a-posteriori probability p(y|B;u) and a-priori pro-
bability p(y;u) respectively.

2. Compute n,(k,k';y) and n, (k,k';y) by (9)
foreach ae 4, k,k'eK .

3. Replace the expectations in (8) by their reali-
sations and calculate new potentials u.

For the sake of completeness we would like to
mention that the learning of the appearance mod-
els p(c|k) can be done in a very similar manner.

It is even simpler from the computational point of
view because the normalising constant Z does not
depend on these probabilities. Therefore it is not
necessary to sample labellings according to the a-
priori probability distribution p(y). Only a-poste-
riori sampled labellings are needed to perform the
corresponding stochastic gradient step.

Estimation of the interaction structure

A very important question not discussed so far
is the optimal choice of the neighbourhood struc-
ture A. Unfortunately, no well founded answer to
this question is known at present. One option is to
use an abundant set of interaction edges, e.g. to
assume that the set 4 consists of all vectors

Az{anZ||al|£d,|a2|sd} within a certain

range. Despite of the computational complexity
this would lead to models with high VC dimen-
sion and possibly — as a result — to weak discrimi-
nation. It is therefore important to investigate the
possibility to identify the neighbourhood structure
A from a given training sample. A possible variant
of a corresponding formal task reads as follows.
Given a training sample the task is to find the best
neighbourhood structure A of given size | A|=m

according to the Maximum Likelihood principle
L(u,,A) > max, .- This task is however not fea-
sible — an exhaustive search over all possible sets

A would be computationally prohibitive, and,
moreover, the likelthood can be calculated only
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approximatively. Therefore we rely on a greedy
approximation which we will consider in two
variants — one of them successively includes new
elements into the neighbourhood structure start-
ing from A4={0} and the other successively re-

moves elements from this structure starting from
A={ael’||a/|<d,|a,|<d].

For the first variant we use a greedy search for
the interaction edges suggested by Zalesny and

Gimel'farb in the context of texture modelling [14,
5]. Starting from the set 4 ={0}, i.e. a model with

unary potentials, new edges are iteratively chosen
and included into A4 as follows. First, the optimal

set of potentials u, € 2/, is determined for the
current set 4 as described in the previous subsec-
tion. Here U, denotes the subspace of potentials

on the edges in 4 (we may assume that the Gibbs
potentials are zero on all other edges). If a bigger
neighbourhood A’ is considered, then clearly, the
gradient of the (log) likelihood with respect to u

in the point u, will be orthogonal to the subspace

Uy The proposal is to include the vector
a' € A"\ A with the largest gradient component

a' = argmas,_ ., > [n,(k,k';B,u)—n,(k,k';u)F .(11)
k&'

Optionally the Kullback—Leibler divergence can
be used instead of the Euclidean distance.

The second variant of structure estimation pro-
ceeds in opposite order. Starting with the neigh-

bourhood structure 4={a € Z’||q,|<d,|a,|<d]},
elements of A are successively removed. The aim

is to remove in each step the element with the
smallest impact on the maximal likelihood

(12)

maxL(u,) —maxL(u,,) —> min.
iy “A\a acd

It is impossible to estimate this expression in
the point u, = argmaquL(u ) using the gradient
of the likelihood (like in the first variant) because
of VL(u’,)=0. It is nevertheless possible to esti-
mate this expression based on . For the sake of
simplicity we show this for the situation of super-
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vised learning. The likelihood maximisation with
respect to the Gibbs potentials reads

max{<V ,u, >—log > exp<@,(y).u, >} (13)

4 y

for this case. Here we have used the following no-
tations. The set of all Gibbs potentials u,(.,.),
a € A 1s considered as a vector u,. A realisation
of the random vector @, (see (10)) is denoted by
¢,(y). Finally, vy, denotes the corresponding
vector of statistics resulting from the training
sample. Designating logZ(u,) by H(u,), the
expression in (13) is nothing but the Fenchel con-
jugate H (y,). It is known that for exponential
families the latter can be written as

H'(y ) =inf{d p(»log p(») | E [®,]=

=vy,, pel}
(see e.g. [12, 1]), where we denoted the expecta-
tion w.r.t. a probability distribution p by £ and

(14)

the set of all probability distributions on labellings
v by P. This means to find the p.d. with maximal

entropy among al/l distributions having expecta-
tion y, of the random vector @ ,.

Removing an element a from the neighbour-
hood structure 4 can be equivalently expressed by
the linear constraints u, = 0. Considering the task

(13) with these additional constraints, it can be
shown by the use of Fenchel duality (see e.g. [1])

that the corresponding conjugate function H (y )
can be written as

H(y,)= ilzlfir}]f{Zp(y)log PWIE, [®,]= 0s)

=y,+z,, pelk},
where z, is an arbitrary vector of the subspace U,.
Therefore, the difference in (12) is equal to
H*(\VA)_I:I*(WA) = H*(\VA)_H*(WA +Z;)
can be estimated by the gradient of H™ in v, .

and

The latter gradient is nothing but the vector of
Gibbs potentials u),.

The convex, lower semi-continuous function
H'(y,) is not differentiable in general. Therefore
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its sub-differential may consist of more than one
subgradient u,. This corresponds to the non-

uniqueness of the Gibbs potentials. We have how-
ever shown that the Gibbs potentials are unique up
to additive constants for the model class consid-
ered in this paper (see Appendix 4).

Summarising, the difference in (12) can be es-
timated by | , that leads to the following gre-

ua

edy removal strategy for elements of the neighbour-
hood structure 4. Given a current neighbourhood
structure A4, estimate the optimal Gibbs potentials

u,, and remove the element a € A with the small-

est value of |

u,|.

3. Experiments
Modelling spatial relations between segments

The first experiment investigates the ability of
the model (1), (2) to reflect spatial relations be-
tween segments, i.e. scene parts, which are too
large to capture their shape by a neighbourhood
structure of reasonable size. We used the three
images shown in the first row of Fig. 2 as training
examples. Each scene should be segmented into
three segments: K = {sky, trees, grass} . The appear-

ance models p(c|k) for the segments were as-

sumed as mixtures of multivariate Gaussians (four
per segment). A model with «full» neighbourhood

structure — all vectors {anz | la,|<£d,|a,|< d}

with d =20 was used in this experiment. A «sim-
ple» but anisotropic Potts model on the 8-
neighbourhood was chosen as a baseline for com-
parison.

Semi-supervised learning was applied by fixing
the segment labels in the rectangular areas shown
by rectangles during learning. Both the a-priori
models (the potentials and the direction specific
Potts parameters for the baseline model) and the
appearance models (mixture weights, mean values
and covariance matrices) were learned.

The difference of the models can be clearly
seen by observing labellings generated a-priori by
the learned models, i.e. without input images.
Some of them are shown in the second and third
row for the model with complex neighbourhood
structure and the baseline model respectively. It
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can be seen, that the spatial relations between
segments (like e.g. «above», «below» etc.) were
correctly captured by the complex model, whereas
it is clearly not the case for the Potts model.

Fig. 2. Modelling spatial relations between segments. The first row
shows input images and regions with fixed segmentation.
The middle and bottom row show labellings generated by
the learned a-priori models (segment labels are coded by
colour): the images in the middle row were generated by the
model with full neighbourhood, whereas the images in the
bottom row were generated by the baseline model
The consequences can be clearly seen from the
following experiment. We fixed the prior models
obtained in the previous experiment (semi-super-
vised learning) for both variants (the complex
prior and the Potts prior) and learned the parame-
ters of the Gaussian mixtures completely unsuper-
vised. Fig. 3 shows labellings (i.e. segmentations)
sampled at the end of the learning process by the
corresponding a-posteriori probability distribu-
tions (obtained with the learned appearances) for
the complex a-priori model and the Potts a-priori
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model in the first and the second row respectively.
The advantages of the complex model are clearly
seen. These results can be explained as follows.
There are twelve Gaussians in total to interpret the
given images. For the learning process it is «hard
to decide» which of the Gaussians belongs to
which segment. Using the compactness assump-
tion only is obviously not enough to separate
segments from each other. If the complex model is
used instead, the learning process starts to gener-
ate labellings according to the a-priori probability
distribution, i.e. labellings which reflect the cor-
rect spatial relations between the segments. This
forces the unsupervised learning of the appearance
models into the right direction.

Fig. 3. Segmentation results obtained after fully unsupervised
learning of the appearance part of the model. Upper row —
model with full neighbourhood, bottom row — baseline model

Modelling simple shapes

This group of experiments demonstrates the
ability of the model to represent simple shapes as
well as to perform shape driven segmentation.
This experiment is prototypical e.g. for a class of
image recognition tasks in biomedical research.
Fig. 4 (upper left) shows a microscope image of
liver cells with stained DNA. Thus, only the cell
nuclei are visible. The task is to segment the im-
age into two segments — «cells» (which have
nearly circular shape) and «background» (the rest
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including artefacts). Hence, two labels are used.
The «full» neighbourhood structure with d =12
was used (it approximately corresponds to the
mean cell diameter). Again, we used a baseline
model for comparison — a GRF with 4-neighbour-
hood and free potentials. The appearances for
grey-values were assumed to be Gaussian mix-
tures (two per segment) in both models.
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Fig. 4. Modelling and segmentation of simple shapes. Upper left —
input image, upper right — a labelling generated a-priori by the
learned complex model. Final segmentations are shown in the
bottom row: left — baseline model, right — complex model

First, semi-supervised learning was performed
(like in the previous experiment with trees) in or-
der to learn the prior distributions for labellings as
well as the appearances for both, the complex and
the baseline model. A labelling generated a-priori
by the learned complex model is shown in Fig. 4
(upper right). The final segmentations according
to the max-marginal decision (see equation (5))
are shown in the bottom row of the same figure.
The differences are clearly seen. The shape prior
captured in the complex model led to the correct
segmentation — the artefacts were segmented as
background, whereas the baseline model produces
a wrong segmentation because neither the appear-
ance nor a simple «compactness» assumption nor
even their combination allow to differentiate be-
tween cells and artefacts.
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A structure estimation for simple shapes

In order to investigate the structure identifiabil-
ity of shape models we have used an artificial
model which generates simple «blobs». The
neighbourhood structure consists of 8 elements.
The group of the first four elements with coordi-
nates (0,1), (0,-1), (1,1), and (-1,1) describes a
standard 8-neighbourhood. The remaining four
vectors are scaled versions of the first (scale factor
5). The Gibbs potentials on the short vectors are
supermodular and express the correlation of the
labels on the edges of this type

o if k=Fk,

(16)
—o  else

u(k, k"= {
The Gibbs potentials on the long edges con-

sist of an submodular and a modular part
u(k,k"y =u,(k,k")+u,(k,k"), where the submo-

dular part u, is just the negative version of the

potentials on the short edges and expresses an
anti-correlation of the labels on these edges. The
modular part

B if k=k"=0,
u,(k,kY=1-B if k=k"=1, (17)
0 else,

is used to influence the density of the blobs. A la-
belling (fragment) sampled by this model
(a=0.35, B=0.5) is shown in Fig. 5. Both heu-

ristic approaches for structure estimation dis-
cussed in the previous section where applied for
the supervised version, i.e. using a labelling gen-
erated by the known model as a learning sample.

-6
J =m m m
2
2
‘" m mm
6

Fig. 5. Shape estimation for a simple shape model. Left — labelling
generated by the known model, right — histogram of the es-
timated structures
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The first approach —

iterative growth of the = ¥ ¥
structure — was run 40 -ﬁ

times. The estimated %
structures  resulting
from these runs are
shown in Fig.5 as a -F
grey-coded histogram.
As a stochastic gradi-
ent ascend is used for

the learning of the po- @ E e % |

tentials, each run may
result in a different

structure. The histo- % g g
gram shows however,
that the structure esti- : :
mation is essentially ﬁ _ ". $

correct. All trials of
the second approach —
iterative shrinking of
the neighbourhood
structure — resulted much to our surprise in one
and the same estimated structure — the correct one.

We conclude from these experiments that the
neighbourhood structure of a shape model is iden-
tifiable (at least in principle) from labellings gen-
erated by the model.

learning

Modelling composite shapes

The previous experiments have shown that
second order GRFs can model both, spatial rela-
tions between segments and simple shapes. Now
we are going to demonstrate the capability of the
model to capture both properties simultaneously.
This opens the possibility to represent complex
shapes as spatial compositions of simpler parts.
To demonstrate this, we use an artificial example
shown in Fig. 6 (upper left). It was produced ma-
nually and corrupted by Gaussian noise. Accord-
ingly, the model was defined as follows. The label
set K consists of seven labels, each one corres-
ponding to a part of the modelled shape (as well
as one for the background). The appearance mod-
els p(c|k) for the labels are Gaussians with

known parameters. In this experiment we applied
the growth variant for the estimation of the inter-
action structure as described in section 2.
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Fig. 6. Composite shape modelling. Upper row from left: input image, labelling generated a-priory by the
learned model, estimated interaction structure. Bottom row: labellings generated by models during

Fig. 6 (upper row, center) shows a labelling
generated by the learned prior model. It is clearly
seen that both, spatial relations between object
parts and part shapes are captured correctly.

The bottom row of Fig. 6 displays labellings
generated during the process of structure learn-
ing at time moments, when the interaction struc-
ture learned so far was not yet capable to cap-
ture all needed properties. As it can be seen, the
model was able to learn spatial relations be-
tween the segments more or less correctly even
for a small numbers of edges (5 edges — bottom
left). More relations are learned as the number
of edges grows (bottom middle and right). Fi-
nally, 20 difference vectors were necessary to
capture all relations (out of 1200 possible for
the maximal range of d = 24).

Fig. 6 (upper right) shows the estimated neigh-
bourhood structure. The endpoints of all edges
from central pixel are marked by colours (the im-
age is magnified for better visibility). A certain
structure can be seen in this image. The 8-neigh-
bourhood edges (black) reflect compactness and
adjacency relations of the object parts. The lear-
ned potentials on these edges represent strong la-
bel co-occurrences. Most of the other vectors are
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responsible for the shapes of
the parts. The potentials on
the red edges express char-
acteristic breadths, and the
potentials on the green edges
— characteristic lengths of
the parts. The potentials on
these edges mainly represent
anti-correlations, forcing label
values to change along cer-
tain directions. The blue
pixels in the figure reflect
relative positions of object
parts.

Composite shape recog-
nition

The final experiment demonstrates possibilities
to combine composite shape models. The aim is to
obtain a joint model which can be used for detec-
tion, segmentation and classification of objects in
scenes populated by instances of different shape
classes like e.g. the example in Fig. 7. We con-
clude from the previous experiments, that the ap-
pearance model can be re-learned in a fully unsu-
pervised way if the prior shape model is discrimi-
native. Hence, the most important question is,
how to combine the prior models. We propose a
method for this that is based on the following ob-
servation. It is not necessary to have an example
image (or an example segmentation) in order to
learn the model if the aposteriori statistics

D, (k, k)=, 5. [P, (k, k)] (18)

for all difference vectors a€ A and label pairs
(k,k") are known — the gradient of the likelihood

(equation (8)) reads then
OL/ ou,(k,k") =@ (k, k") - E o n, (kK )].(19)

Let us consider this in a bit more detail for a
simple example — just two shapes like in Fig. 7.
Let us assume that the both models are learned,
i.e. both the potentials and statistics are known for
both models and for all difference vectors a. Ob-
viously, it is not easy to combine the potentials of
both shape models in order to obtain new ones for
a model that generates such collages. It is however
very easy to estimate the needed aposteriori statis-
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Fig. 7. Shape segmentation and classification. Left — input image, right — segmentation (part-
labels are encoded by different grey values)

tics for the joint model given the aposteriori statis-
tics for both shape models. Summarizing, the
scheme to obtain the parameters of the joint model
consists of two stages:

1. compute the aposteriori statistics for the joint
model and

2. learn the model according to (19) so that it
reproduces this statistics.

As the second stage is standard, we consider
the first one in more detail. Let us denote the label
sets corresponding to the shape parts by K' and K*
for the first and for the second shape type respec-
tively. Let ' and b* be the background labels in
the corresponding shape models and b be the
background label in the joint one. Consequently,

the label set of the latter is K' UK>Ub (see the
middle part of Fig. 8).

First of all we enlarge the label sets of each
shape model by labels that are not present in this
model but present in the joint one. Thereby the
statistics for the new introduced labels (for all dif-
ference vectors a) are set to zero (see Fig. 8, left
and right). Informally said, these extended aposte-
riori statistics correspond to the situations that the
joint model is learned on examples, in which only
labels of one particular shape are present. The
aposteriori statistics for the joint model is then ob-
tained as a weighted mixture of the two extended
ones and an additional uniformly distributed com-
ponent. The latter is added in order to avoid zero
probabilities (which would lead to obvious techni-
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cal problems for the Gibbs Sampler). Summarising,
the aposteriori statistics of label pairs for a differ-
ence vector a of the joint model is:

w, - @ (k, k') +w, if keK'and k' e K,
keK'and k' =b,
k=band k' eK',

w, - @2 (k, k") +w, if kek? andk'eKz,(zo)

D, (kK ~ keK*and k' =b,
k=band k' e K*,
w @ (b, bY)+
tw, D200 +w, if k=bandk'=b
W, otherwise.

with some weights w, < w, = w,, where the indices

1 and 2 correspond to the particular shape model.
Given these statistics the joint model is learned
according to (19).

4 Fo------ ° o -
o% e %: o |K? @ %
o s X le] 6] I
@ = b e T o = el

Pl

Fig. 8. Estimation of the aposteriori statistics for the joint model.
Left and right: extended statistics for shape models. Middle:
the joint model — statistics marked green and red are inherited
from the components. Others are set to a small constant

For the experiment in Fig. 7 two composite
shape models were learned separately. The test
image in Fig. 7 (left) is a collage of both shape
types. Note that the appearance of all shape parts
is identical, so they are not distinguishable with-
out the prior shape model. Fig. 7 (right) shows the
final segmentation. It is seen that all objects were
correctly segmented and recognised — although
both composite shape classes share some similarly
shaped parts — they were not confused.

4. Conclusions

The notation of shape is often understood as an
object property of global nature. We followed a
different direction by modelling shapes in a dis-
tributed way. We have demonstrated that the ex-
pressive power of second order GRFs allows to
model spatial relations of segments, simple shapes
and moreover, both aspects simultaneously i.e.
composite shapes which are understood as coherent
spatial compositions of simpler shape parts.

YCuM, 2011, Ne 2

We have shown that complex shapes can be
recognized even in the situation, when their parts
are not distinguishable by appearance. However,
in our learning experiments we used training im-
ages, where they are distinguishable. Thus, an im-
portant question is, whether it is possible to per-
form unsupervised decomposition of complex
shapes into simpler parts during the learning
phase, i.e. to learn shape models from images,
where the desired spatial relations between shape
parts are not explicitly present. Another important
issue is the learning of the interaction structure. It
would be very useful to have a well grounded ap-
proach for this.

Acknowledgments

We would like to thank Georgy Gimel'farb
(University of Auckland) for the fruitful and in-
structive discussions which have been particularly
valuable with regard to structure learning.

One of us (B.F.) was supported by the Czech
Ministry of Education project 1IM0567. D.S. was
supported by the Deutsche Forschungsgemeinschatft,
Grant FL307/2-1. Both authors were partially
supported by Grant NZL 08/006 of the Federal
Ministry of Education and Research of Germany
and the Royal Society of New Zealand.

1. Borwein J.M., Lewis A.S. Convex Analysis and Nonli-
near Optimization of CMS Books in Mathematics.
Springer, 2000.

2. Cremers D., Sochen N., Schnérr C. A multiphase dy-
namic labeling model for variational recognition-dri-
ven image segmentation // IJCV 66(1). — P. 67-81
(January 2006).

3. Flach B., Schlesinger D. Combining shape priors and
MRF-segmentation // da Vitoria Lobo et al., (ed)
S+SSPR 2008. — P. 177-186. Springer (2008).

4. Gimelfarb G.L. Texture modeling by multiple pair-
wise pixel interactions / IEEE Trans. Pattern Anal.
Mach. Intell. — P. 1110-1114 (1996).

5. Hinton G.E. Training products of experts by minimiz-
ing contrastive divergence. Neural Computation. —
14(8). — P. 1771-1800 (2002).

6. Hoffman D.D. Visual Intelligence: How We Create
What We See. W.W. Norton & Company (2000).

7. Associative Hierarchical CRFs for Object Class Image
Segmentation / L. Ladicky, C. Russell, P. Kohli, P.H. Torr
// Proc. IEEE 12. Intern. Conf. on Computer Vision (2009).

8. Liu H., Liu W., Latecki L.J. Convex shape decomposi-
tion // CVPR. —P. 97-104 (2010).

23



9. Ramalingam, S., Kohli, P., Alahari, K., Torr, P. Exact
inference in multi-label CRFs with higher order
cliques // CVPR. —2008. — P. 1-8 (2008).

10. Roth S., Black M.J. Fields of Experts // Intern. J. of
Computer Vision. — 82(2). — P. 205-229 (2009).

11. Sokal A.D. Monte Carlo Methods in Statistical Me-
chanics: Foundations and new Algorithms. Lectures
notes (1989).

12. Wainwright M.J., Jordan M.I. Graphical models, expo-
nential families, and variational inference // Foundati-
ons and Trends in Machine Learning 1(1-2). — P. 1-305
(2008).

13. Yu C.N.J., Joachims T. Learning Structural SVMs with
Latent Variables // Intern. Conf. on Machine Learning
(ICML) (2009).

14. Zalesny A., Gool L.V. Multiview Texture Models // Proc.
of the IEEE Conf. on Computer Vision and Pattern
Recognition. — 2001. — P. 615-622. IEEE Computer
Society (2001).

Appendix A

Equivalent transforms for homogeneously paramet-
rised GRFs

As we have already seen, the probability distribution (1)
for shape part labellings y can be equivalently written as

p(y)~ exp{;uo(km(k;y) + 1)

+> > u,(k,k")n, (k,k;y)}

aeA' kk'
where 4'= 4\{0}. We call two parametrisations u, i
equivalent, if the corresponding probability distributions are
identical. It follows that the difference v=u—u of equiva-
lent potentials fulfils

V(y)= Zvo(k)no (k3 )+

=3 >, (k,k")n,(k,k'; y) = const.

aeA' kk'

(22)

We will conclude that all functions v, are constant under

fairly general conditions. We perform the proof in two steps.
First we show that the pairwise functions y , a#0 are

modular and can be written as a sum of unary functions. In a
second step we will conclude the claimed statement under
fairly general conditions for the graph (D, E).

Let us consider an arbitrary non-zero vector g € 4 of the
neighbourhood structure and an arbitrary edge (#') e E, . Let

k. k, be two arbitrary labels in the node ¢ and k! kK, be two
arbitrary labels in the node ¢'. Let y ,y,.,y,,y, be four
labellings with respective values (k k), (ki K),  (kyy k),

24

(k,,k}) on the nodes ¢,¢" such that they coincide on all other

vertices. We consider the equation

V) +V(n)=V(n,) =V (yy)=0. (23)
It is easy to see that this equation reduces to
v, (k&) +v,(k,, k) — (24)

=, (k,k;) = v, (ky, k) = 0.

This holds for arbitrary four-tuples of labels and it fol-
lows that the function v is modular and can be written as a
sum of two unary functions

v, (k,k"y =7, (k)+v_ (k). (25)

These arguments can be applied for every element

ae A'. Consequently, J/(y) can be written as

V()= v (k)ny(k; )+

(26)
+ 2 > v, (k)n, (ks y) +v_, (k)n_, (ks »)],
acA' k
where we have omitted the tildes. Note that

n,(k;y)= ana (k,k'";y) denotes the number of vertices with

an outgoing edge of type a for which the labelling y has the
value k. Therefore in general ny(k;y) # n,(k; ) -

Let us consider an arbitrary vertex ¢ and two labellings
v,y which coincide on all vertices but 7. It follows from

V(y)-V(5)=0 that

W)+ Y v+ Y v, (k)= const. @7
acA' acd'
t+aeD t—aeD

We assign a vector z(r) with dimension 2|4|-1 to

every vertex t € D with components

1 ift+aeD,
20=15,0={ " )
1 ift—-aeD,
andz_(¢)=
0 else.

If the domain D contains a subset of nodes ¢ such that
their vectors z(¢) span the whole vector space of dimension

2| A| -1, then, clearly, considering equation (27) for each of
them, we obtain

v, (k) = const. (29)
v, (k) = const. (30)
v_,(k) = const. (31)

forall ae 4.
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