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AUTOMATIC GENERATION OF SEMANTIC KNOWLEDGE
NETWORKS FROM AN UNSTRUCTURED TEXT

A method and an algorithm for the semantic knowledge network automated construction created from the most informative concepts
in the electronic texts are proposed. An analysis and comparison of existing methods with their software implementations for in-
formation research in electronic texts are presented. The results of BBC news article analysis using the proposed method are given.
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Introduction

In today's information environment, through the
huge amount of unstructured text information,
there is a need in the search, seizure, formalizing
and processing of the most essential knowledge
laid down by the authors in the texts. Such knowl-
edge may be hidden in the concepts presented in
the document, and the characteristic relationship
between those concepts.

Considering the large number of texts, such as
news articles or scientific publications, one can
notice that each text has a certain, sense-unique
characteristic only for the given text. Only after
reading the text, one can briefly describe it, head-
ing to highlight the most important concepts in it
and combine their logical relations with other
known concepts. For the rest of this document we
will call every single text corpus as a document, a
single word in it as a term and a word or group of
words that represent a specific entity as a concept.

When it comes to a huge data set, Big Data or
massive text corpus, just a single person can’t read
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through it quickly, taking all the important infor-
mation from there. There is a need to structure the
knowledge in texts and present texts in a struc-
tured form that can be quickly analyzed. There are
various methods of search and evaluation of the
relevant information in the document on which
one is about to make a decision using an in-depth
analysis of certain parts. Additional statistical es-
timation methods (weighing) and the identifica-
tion of the most relevant terms in the particular
document include the following: [1].

Ranging the terms # in the document D; by the
number of a particular concept occurrences #; € D;
— TF, which stands for Term Frequency. It is sta-
tistically investigated that if the document de-
scribes the specific area of knowledge, the most
typical concepts in a particular document are re-
peated relatively a lot of times.

Ranging the terms # in the document D; by the
number of occurrences of a specific concept and
inversely related to the total number of all other
documents D ,Vj#i, t;eD,—TF-IDF, which

stands for Term Frequency — Inverse Document
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Fig. 1. Analysis of entities in the article using the matrix
method

Frequency. In contrast to the TF, TF-IDF allows
us to dramatically reduce the rank of terms found
in almost all the documents, such as, for example,
articles, prepositions, and other insignificant
commonly used words.

Other methods, such as, for example, Okapi
BM25, sigma method, etc.

The above methods allow us to highlight the
most relevant concepts for a specific text. Using
this information, when the relations between con-
cepts are established, it can be dropped in case of
these concepts a little weight hence giving priority
to the concepts with the highest score.

To examine the documents and obtain the for-
malized representation of unstructured informa-
tion that they contain, it is proposed to construct a
semantic network of concepts and relationships
between them. There are many approaches to the
construction of semantic networks, and in this
article only the most common ones are described.

Matrix method. To identify the most expressed
relationship between two terms {7, tj| i#j}, we
can use the matrix method. In this method, at
first, all terms are weighted by one of weighting
methods (for example, TF-IDF), and each term ¢,
is assigned its unique corresponding weight p,. Af-
ter selecting n the most highly expressed set of
terms, the adjacency matrix A is constructed and
filled with zeros. Next, the document is divided
into groups g,. Each group may be represented,
for example, as one individual sentence.

The adjacency matrix for the matrix method
completes as follows. For each group g, there is a
pair of terms {z, tj| i#], t;€g, t,€g). The number
of groups into which a pair of these terms are car-

ried, {#,, tj| i#j}is added to the adjacency matrix A.
In this case, we can also consider the weight of such
pair of terms {#,, z}| i#j} and use it as a coefficient
for the resulting value in the adjacency matrix A.

To demonstrate the results, this article will use
the text corpus of approximately 2500 BBC News
articles in English, presented in a separate text
document containing the title and full text of arti-
cles. Articles are divided into 5 main categories:
business, politics, sport, entertainment and tech-
nology. Around 500 documents match each of the
categories. For in-depth analysis we will use the
article «Ink helps drive democracy in Asia», pub-
lished February 19, 2005 on the website BBC
News [2].

An algorithm for constructing semantic net-
work using the matrix method [6]:

Take an evaluation (weighting) of each term in
a given text in relation to all other terms in the text
body by using one of the above methods (we will
use TF-IDF).

Create a list of unique terms that are graded in
descending order of their weight in the given text.
30 the most weighted terms are selected. In auto-
matic mode, the analysis can be selected, for ex-
ample, 3% of the most highly ranked terms.

Adjacency matrix is constructed by the algo-
rithm described above.

The result of building is listed in the file with
the extension *.csv and visualizing via Gephi visu-
alization tool. The resulting graph is shown in
Figure 1.

The above graph visualizes terms which have a
connection with other terms in the text. The more
text has the direct links between the two terms, the
thicker is the connection between these terms on a
graph. The size of a concept on a graph is also pro-
portional to its weight of the weighting method.

It may be noted that concepts are mainly or-
ganized in separate clusters. For example, among
other clusters, it can be noted that the most ex-
pressed terms are «voter enter uv station polling».
Undoubtedly, this cluster expresses the most rele-
vant part of the knowledge of the text, as com-
pared to all other texts. Among the other most
expressed clusters, such as «upcoming presidential
parliamentary elections» or «Kyrgyz elections use
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ultraviolet ink», you can get a clear idea of the na-
ture and content of the text.

Matrix method includes the most well-inter-
connected terms, but one of the major disadvan-
tages of this method can be regarded as the relative
complexity of the allocating clusters which are the
most expressed in the graph. It is not hard to do,
looking at the graph visually with a small number of
terms, but as the number of connections grows, it
becomes very difficult to analyze and find such
clusters, even using the software. In addition, for
the resulting graph it is almost impossible to include
such terms that have relatively low weight accord-
ing to the algorithm of entities evaluation. This
plays a key role for the data crawler.

Horizontal visibility graph application. Another
interesting method for constructing semantic net-
work of terms is the method proposed by Lan-
de D.V., which combines features of the graph
with the horizontal visibility evaluation methods
in terms of a single text [3]. This method can be
applied not only to build a network of basic con-
cepts of terminology in the text, but also to build a
semantic network as a whole.

An algorithm for constructing a semantic net-
work for this method is as follows:

Text entities, similarly to previous method are
evaluated (weighed) against relation to all other
terms in the text body with TF-IDF method.

The algorithm for constructing the horizontal
visibility graph applies to the values of the term
weights. The horizontal axis is taken the term po-
sition in the text, and the vertical as a term weight.
Before constructing the actual result, some proce-
dures like stemming and rejection of the terms
listed in the list of stop words are performed.

Figure 2 shows the principle of the visibility
graph construction with the horizontal normalized
TF-IDF values of evaluation. After term weights
are put on the horizontal axis, for each term ¢ in
the document D a <«horizontal search» applies to
the corresponding document using a horizontal
search algorithm [4]. Thus, two terms 7, and 7 are
compared and, a bond is formed there between.
The weight of this connection in the graph may be
proportional to a predetermined «farsightedness»
(horizon). In other words, terms that are adjacent

ISSN 0130-5395, YCuM, 2018, N° 1

08

02 04 06

0

Fig. 2. The principle of the horizontal visibility graph con-
struction

g
ultraviolet N 4 Q;@yz thiimb
sprayed _ light
republic——— voter
bgllet readers (7 o

Fig. 3. The article analysis using the horizontal visibility
graph algorithm

in the document form a strong bond, thereby form
a strong relation between concepts.

One of the possible semantic network option
construction for a given text using horizontal visi-
bility graph is shown in Figure 3. This graph has
been built with a threshold value of 0.25, which
means that only those terms whose relative weight
is greater than 25% get to the final result. The visi-
bility horizon was set to 20 words, and the weight
of a definite connection between the two periods
was measured by the total amount of a linear dis-
tance between two terms.

Building a semantic network based on the ap-
proach of the horizontal visibility graph construc-
tion has an advantage in the formation of stable
relations between concepts, as it allows us to ex-
plicitly highlight concepts and existing links be-
tween them through other concepts. But in this
method, without modifications, the same disad-
vantages apply as in the previous one, matrix
method: is difficult to determine the logical order
of relationships between entities and, in addition,
as in the matrix method, some medium or low
valued words can be missed.

InterSystems iKnow technology. InterSystems
Corporation is developing its own proprietary al-
gorithms for in-depth analysis of the texts that also
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Fig. 4. The article analysis using iKnow technology with
iKnow Entity Browser

can be used for the construction of semantic net-
works of words [7]. A set of tools for application
analysis of texts, included in the InterSystems
iKnow corporate product, allows to identify con-
cepts in the text, the relation of similarity and
connecting relation between these concepts. Any
solutions can be built based on these tools for
«structuring» unstructured information, such as,
for example, a solution for semantic analysis of
sentences, revealing modern trends through
analysis of the news and so on.

The algorithm by which InterSystems iKnow
finds the relationship between the concepts in the
text, as well as similar concepts is mainly based on
the use of the stable structures and words from
natural language [8]. For example, some of the
concepts in the text are resilient — they are chang-
ing rapidly, and there are too many to remember
to find out the role of each concept in the text. But
there are concepts which can be considered as
relatively stable between different ages, for exam-
ple: «<no», «replace», «performing», «it is», «use»,
«used by», «stored in the» and so on. InterSystems
iKnow recognizes such patterns for the specified
language in the text and distinguishes separate
concepts ratio there between from other minor
parts of speech. Additional metrics are also com-
puted for concepts, like the total numbers of con-
cepts, their spread (the average distance between
same concepts in the text), relevance and the total

score, which is combined from the previous met-
rics by the formula.

To demonstrate the algorithm in action, as an
example, let’s take the sentence «clever cat eats
cheese and breathes on a mouse burrows». iKnow
technology will first consider the text as a set of
sustainable language constructs, i.e. « __ eats
and breathes on a __ ». After that, instead of «_ »
the other concepts are considered, whose presence
there is almost guaranteed. The concepts also dif-
fer in terms of similarity, such that «smart cat» is
similar to the concept of «cat» and «mouse holes»
through «holes».

Thus, the article is analyzed and such concepts as,
for example, «readers» and similar «ultraviolet
readers», «effort» and «general effort» are identi-
fied. Figure 4 depicts a graph — word semantic
network constructed on the basis of the article for
analysis by InterSystems iKnow technology and
visualized using the visualization tool iKnow En-
tity Browser. Note that the main concept of the
graph is the «ink» — «Ink», from which arrows
show which concepts it is related in the ink. The
concept of the circle corresponds to the size of its
assessment, which holds iKnow. The arrows com-
ing out of these concepts reflect the «similar» con-
cepts.

Thus, using iKnow toolkit can not only identify
the most relevant concepts for this text, but also
relationships between them and the nature of that
relationships (ratio for denying the similarities).

Importantly, InterSystems iKnow concept is
built mainly for working with entities, in fact, that
basically requires a modern market. After gather-
ing the necessary data about a particular concept
using iKnow tools further expert should independ-
ently find all relevant entities in the text and to
analyze individual sentences to update the basic
knowledge that has been assigned to him. In addi-
tion, the technology is closed and is supplied with
the main product of InterSystems' — DBMS
Cachii (since 2018 — IRIS platform).

The complex method of constructing a seman-
tic network. Taking into account all the advan-
tages of the above-described methods for building
semantic web (knowledge network) for a single
text, the complex approach has been developed
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and investigated that includes all the benefits of
the methods described above and adds its own.

This method combines algorithms for evalua-
tion of words with algorithms Part of Speech Tag-
ging (POS Tagging, identification of parts of
speech) that allows you to find the concepts with
their characteristics in the text and to build rela-
tionships between them based solely on informa-
tion obtained from the text and a small number of
basic rules for a single language.

Also, this method is based on constructing a full
semantic network (knowledge network) that con-
tains the logical connection between the called
and the concepts, as opposed to the simple binary
«yes-no» relationships.

A simplified algorithm for constructing a se-
mantic network using the complex method looks
as follows:

Without a change in the original text, the iden-
tification of parts of speech (POS Tagging) is ap-
plied. It is important not to spend Stemming or
normalization of terms at this stage, as for the
identification of parts of speech the semantic
meaning of the original text is important, as well
as the register of symbols, punctuation marks, etc.
As a result, each period is recorded in the pair
identified with his part of the language.

Each term in the text gets its weight assigned,
reduced to the normal form (lowercase Stemming
for complex languages).

On the basis of the information received, concepts
are determined in this text and, based on a language
rules, relationships between concepts are added.

A semantic network is built

Steps 1—-2 are presented in Figure 5. The timing
marks are shown in a normalized form. The blue
columns in the picture identify the concepts,
namely, nouns and their corresponding adjectives
(ink, Kyrgyz republic). Red bars represent verb
(helps, is using). For convenience, let's call them
functional terms. Green represents the auxiliary
parts of speech (the, of, in, to).

Figure 5 shows that functional terms are almost
always between two non-functional terms, i.e.
concepts. Thanks to the definition of the parts of
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Fig. 5. Evaluated words and identified parts of speech

speech, it is possible to build the relationships be-
tween concepts from the given information. For
example, on Figure 5 it is clearly observed two
such relationships: «ink helps drive democracy»
and «former soviet republic is using invisible ink».
Thus, the algorithm picks three concepts: «(invisi-
ble) ink», «drive democracy», «(former soviet)
republic», as well as the relationship between the
two functional concepts of <helps» and «is using».

This idea of functional terms allocation is a few
similar to the idea used in the InterSystems iKnow
technology, but it is not identical. In contrast with
InterSystems iKnow, complex method uses POS
Tagging for identification of such terms but not
pre-defined dictionaries. In turn, POS Tagging
algorithm implementation may vary, including
specially modified for a particular task, or one in
which the neural network applied, which can
greatly improve the accuracy of output results,
even in the case of adding new words to the lan-
guage or in case of mistakes in the text.

Algorithms for identifying parts of speech can
now correctly recognize part of speeches with
more than 97% accuracy [5], which is an accept-
able value for constructing semantic network
based on them.

To review and search for «neighboring» concepts
and relationships, like in method with horizontal
visibility graph, only those terms are taken which
relative score is not less than a certain value. To
construct the graph shown in Figure 6, the value of
0.25 or 25% was used. Increasing this value will add
to the graph less relevant concepts, but also, in
turn, increase the number of explicit relations in it
and build logic circuits, which may lead to the dis-
covery of new logical sequences in the text.

Unlike horizontal search using horizontal visi-
bility graph, the complex method provides a com-
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prehensive way of breadth-first search (or searches
extension of scope), starting from the term £:and
moving in a both sides. An important advantage of
this approach is that the graph counts also those
entities whose weight is relatively low, but only
those that have a certain relationship with a highly
weighted concept through the functional word.

For example, in the bar chart shown in Figure
5, the concept «drive democracy» has a rating less
than 25% but, as is evident from Figure 6, it is
present in the graph, because it is associated with
more highly regarded concept «ink».

As a result of the depth-first search of concepts,
starting from functional terms, a natural relation-
ship between the concepts is formed in the seman-
tic network, which does not distort the meaning of
the original proposal. Moreover, the identical con-
cepts are combined with many other concepts
through a variety of relationships, it creates the pos-
sibility of a new way to treat the knowledge that has
been invested in the text, without further distortion.

Figure 6 shows the results of complex text
analysis method based on a BBC article «Ink helps
drive democracy in Asia» [2]. Note that the ob-
tained knowledge graph wasn’t manually modified
(except for the visual arrangement of the elements
on the graph, which is performed using Gephi
visualization tool).That is, it was built in a fully
automatic way.

To provide a broader example of the developed
complex knowledge graph building algorithm, we
built knowledge graph of another article, «Turkey
turns on the economic charm», published by BBC
in approximately the same time frame comparing
to «Ink helps drive democracy in Asia». The sec-
ond knowledge graph is presented on Figure 7.

Moreover, to demonstrate that the retrieved
data is accumulated and properly related using the
same algorithm on multiple articles, we built a
single knowledge graph from the two articles men-
tioned above, both published in BBC. The aggre-
gated result is presented on Figure 8.

Joining multiple graphs into a single graph,
which is presented on Figure 8 can be improved in
future to consider filtering of even less relevant
entities. For example, a set of texts may have
many words in common. These common words
can be considered when weighting concepts, by
modifying TF-IDF metric with new parameters
and hence cleaning the knowledge graph.

The algorithm, its implementation and the
source code are published online [10], where one
can find detailed instructions of how to reproduce
the presented result and use this algorithm to gen-
erate semantic knowledge networks for new texts.

Conclusion. Complex method of the semantic
networks combines construction all the advan-
tages of the methods described in this article and
does not inherit their drawbacks. With the help of
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complex method, one can build semantic net-
works (knowledge graphs) from any number of
texts in a fully automatic mode without the need
of the system experts. In the results of data extrac-
tion from the basic text, the most relevant infor-
mation presented as a graph knowledge can be
used in the future, e.g., for the development of
automatic intelligent analysis of any text data.
Designed information extraction algorithm,

able. With just a few basic rules for the given lan-
guage in the text, on average complex algorithm
covers more than 50% of all entities in the English
text. Within each rule, this percentage increases
and could theoretically reach 100%, which is also
reflected in the success of parts of speech recogni-
tion algorithms. By developing a set of rules for a
particular language, it can be widely applied to
any texts, and is not limited to only technical lit-

erature, but even to the individual texts written in
a particular style of information representation.

which considers only the most relevant informa-
tion in the given texts is flexible and easily extend-
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ABTOMATHUYHA ITOBYAOBA CEMAHTHUYHUX MEPEXK 3HAHDb I3 HECTPYKTYPOBAHUX TEKCTIB

Beryn. Y cyyacHoMy iHbOpMaLiiiHOMy ITPOCTOPi Yepe3 BeJIMYe3HY KUIbKICTh HECTPYKTYPOBAHOI TEKCTOBOI iHGopMalii
iCHye moTpeda MoIIyKy, BUIydeHHs, (hopMati3allii Ta 00poOKM HaOIIbII CYyTTEBMX 3HAHb, 3aKJIaJCHUX aBTOPOM Y TEKCT.
Takumu 3HAaHHAMU MOXYTb OYTH KOHLENTH, TPeACTaBIeHi B JOKYMEHTaX, Ta XapakTepHi BiTHOCMHU MixX HUMU. Kox-
HUI TeKCT OyIb-SIKOTO TEKCTOBOIO KOPMNYCY Hece MEeBHUM YHIKaJIbHUI 3MICT, XapaKTepHUA JIMIIE IJIs JaHOTO TEKCTY.
AKTyaJIbHOIO 3a/auelo € po3poOKa aJrOPpUTMIUHOI Ta MPOrpaMHOi 0a3u, sika J103BoJjisIa 6 00pOOJISATH JIMIIE HANOLIbIIT
3MiCTOBHY YaCTMHY TEKCTiB Ta BWJIydaTH 3 Hei 3HaHHS, peJIeBaHTHI I1JIsI JAHOTO KOHTEKCTY.

Merta crarti. CTBOpEHHS aJrOpUTMIYHOI i MporpaMHoi 6a3u 1Jjs1 TOOYIOBU CEMaHTUYHUX MepeX 3HaHb 3 Hali-
OiTbII pesieBaHTHOI iH(opMallil BITHOCHO KOHTEKCTY JOKYMEHTIB.
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MeToau. 3anpoIrOHOBAHO KOMITJIEKCHY METOAMKY, aJITOPUTM Ta MOro peaiisailito Ijst ToOyA0BM CEMAaHTUYHOI Me-
peXi 3HaHb 3 HaKMOIbII 3HAYHOI iH(opMallii y 3aaHUX TeKcTaX. 3alpoIOHOBAHUI KOMITJIEKCHUM aJIrOPUTM MOEIHYE
pOOOTY KiJIbKOX aJlFOPUTMIB HA OCHOBI HEMPOHHUX MEpEeX Ta CTaTUCTUYHOro aHamizy. KomOiHallisg JaHUX aJropuTMiB
JIO3BOJISIE PO3Mi3HABATU KOHUEINTU B TEKCTi, 3HAXOAUTU MiXK HUMU 3B’SI3KM Ta BU3HAUYATH, SIKi 3 KOHIEINTiB MalOTh OyTU
BKJIIOUYEHI 10 PE3YJIbTYI0UO1 CEMaHTUYHOI MEPEXi IIUISIXOM OLIiHKH iX Baru.

Pesyabrar. [IpoBeneHo aHalli3 BEJIMKOIO TEKCTOBOI'O KOPIMYCY, 3arajbHOIO0 YMCENIbHICTIO OJM3bKO MiJbliOHA CJIiB.
Ha ocHoBgi 3i6paHoi iH(hopMallii 32 BUKOPUCTaHHS PO3POOJIEHOTO aJITOPUTMY i pEKYPCUBHOI rpaMaTUKU MTPUPOTHOI MO-
BU MOOYJIOBaHO CEMAaHTUMYHY MepeXy 3HaHb IJIsI IEKiJIbKOX TEKCTiB i OKpeMy MOEIHAHY CEMaHTUYHY MEPEXY 3HaHb.
ITpoBeaeHO MOpiBHSIHHS HEAOMIKIB i epeBar po3po0JeHOro aJropuTMy BiTHOCHO KiJIbKOX iCHYIOYMX MiIXOiB BUITYYEH-
H$1 3HaHb 3 TeKCTiB. [IpoaeMOHCTpOBaHO pe3yIbTaTH.

BucroBok. KomIiekcHMIT MeTOI TOOYI0BY CEMaHTUIHHUX MEpEX IMTOETHYE BCi TIepeBaru ONMMCaHUX B CTATTi METO/IIB
i He Hacimye iX OCHOBHUX HemoiKiB. KOMIIEKCHMM METOIOM MOXHa OymayBaTH CEMaHTHUYHI Mepexi (rpadu 3HaHb) 3
TEKCTiB Y TTOBHICTIO aBTOMaTUYHOMY peXUMi Ta 0e3 BTpydyaHHSs eKCIepTiB. Pe3ynbraTi BUTYYEHHS 3 TEKCTIB OCHOBHOI,
HaMOIJIBII peieBaHTHOI iH(hopMallii, mpeacTaBieHol Y BUMISAI Tpady 3HaHb MOXHA BUKOPHMCTOBYBATHU B MONAJIBILIOMY,
HaIpUKIIaI, 1JIs1 PO3POOKM CUCTEM aBTOMAaTUYHOTO iHTEJIEKTYaIbHOTO aHaIi3y OYIb-sIKUX TEKCTOBUX JAHUX.
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HanmoHanbHbIM TEXHUYECKUI YHUBEPCUTET YKpauHbl « KMeBCKUiA MOJIUTEXHUYECKUIA MUHCTUTYT
uM. Uropst Cukopckoro». r. Kues, mip. I[To6ensr, 37, kopmyc 5, 03056.

ABTOMATUYECKOE ITOCTPOEHUE CEMAHTUYECKOM CETU 3HAHU
N3 HECTPYKTYPUPOBAHHbBIX TEKCTOB

Bsenenue. B cBsi3u ¢ HaMuMeM B COBpeMEHHOM MH(OPMALIMOHHOM MPOCTPAHCTBE OTPOMHOTO KOJIMYECTBA HECTPYKTY-
PUPOBAHHOMI TEKCTOBOM MH(OPMALIMK CYLLIECTBYET IIOTPEOHOCTD B ITOMCKE, U3BATUH, (hopMaIu3alui U 00paboTKe Hau-
0oJiee CYIIECTBEHHbBIX 3HAHMIA, 3aJI03KEHHBIX aBTOPAMU B TeKCThl. TAKMMM 3HAHUSIMA MOTYT ObITh KOHIIETITBI, ITPEACTAB-
JICHHBIE B TOKYMECHTaX, ¥ XapaKTePHbIE OTHOLICHUS MeXIy HUMU. Kaxablil TEKCT JIIOOOro TEKCTOBOIO KOPITyca HECET
Onpene€HHbI YHUKATBHBINA CMBIC], XapaKTepHBI TOJBKO ISl JAHHOTO TeKCTa. AKTyajlbHas 3amada — pa3paboTka
aJITOPUTMUYECKOM ¥ MporpaMMHOI 6a3bl, O3BOJISIONIEH 00pabaThIBATh TOJILKO HaMbOJIee COAEPXKATEIbHYIO YaCTh TeK-
CTOB U M3BJIEKATh M3 Hee 3HAHUS, PeIeBAHTHBIE IJIsI JAHHOIO KOHTEKCTA.

eas cratbn. Co3gaHue aIrOPUTMUYECKOM M IIPOrPaMMHOM Ga3bl IS TIOCTPOEHUS CEMAHTUYECKUX CETEM 3HAHMIA
13 PEIEBAHTHOM OTHOCUTEILHO KOHTEKCTA JOKYMEHTOB MH(OPMALIMH.

Meronpl. ITpenioxkeHbl KOMIUIEKCHAS METOAMKA, aJITOPUTM M €r0 peaju3alys I ITOCTPOEHMS CEMaHTHYECKOM
CETH 3HAHMIA U3 CaMOil 3HAaYMMOI MH(POPMALMH B 3aJaHHBIX TeKCTaX. JITaHHBII KOMIUIEKCHBII aJITOPUTM COYeTaeT pabo-
TY HECKOJIbKUX aJITOPUTMOB Ha OCHOBE HEMPOHHBIX CETEN M CTATUCTUUYECKOrO aHanu3a. KoMOUHALMS 3TUX aJITOPUTMOB
[TO3BOJISIET PACIIO3HABATH KOHILIENTHI B TEKCTE, HAXOAUTH MEXIY HUMU CBA3H U OIPEAENISTh, KAKME U3 KOHLENTOB JOJIK-
HBI OBITh BKJIIOYEHBI B PE3YJIBTUPYIOIIYIO CEMAaHTUUYECKYIO CETh C TIOMOILIBIO OLIEHKU KX BeCa B 3aJaHHOM KOHTEKCTE.

Pesyabrar. TIpoBeacH aHaau3 GOJIBIIOTO TEKCTOBOrO KOPIIyca, OOIIEi YMCIEHHOCThIO OKOJI0 MUJIMOHA cjioB. Ha
OCHOBe COOpaHHOM MHGMOPMALIMH € TIOMOIIBIO Pa3paboTaHHOIO AITOPUTMA U PEKYPCUBHOM rpaMMAaTUKH €CTECTBEHHOTO
sI3bIKA ITOCTPOEHA CEMAHTUYECKas CETh 3HAHWI [UIsl HECKOJIBKMX TEKCTOB U OTAEIbHAs COBMELIEHHAs] CEMaHTUYECKAsT
ceTh 3HaHMiA. TIpoBeneHO CpaBHEHHE HENOCTATKOB M IIPEMMYIIECTB pa3pabOTaHHOIO aJITOPMTMa OTHOCHUTEIBHO He-
CKOJIBKMX CYILECTBYIOLIMX ITOAXON0B U3BJIEYEHNS 3HAHMI 13 TEKCTOB. I1po1eMOHCTPUPOBAHEI PE3YILTATHI.

BoiBoapl. KOMILIEKCHBIN METOM TIOCTPOEHUSI CEMAHTUUECKUX CETEM COYETAET BCE MMPEMMYIIECTBA OMMCAHHBIX Me-
TOJIOB M HE HACJEAYET UX OCHOBHBIX HEI0CTAaTKOB. KOMIUIEKCHBIM METOIOM MOXKHO CTPOUTh CEMaHTUYECKKE CeTH (rpa-
(bl 3HAHMIT) U3 TEKCTOB B ITOJIHOCTHIO aBTOMATUUECKOM peKUMe 63 BMELIATEIbCTBA SKCIIEPTOB. Pe3yibTaThl U3BICUE-
HMsI U3 TEKCTOB OCHOBHOM, HanboJiee peJieBAHTHOM MHGbOpMAIIMK, NIPEICTaBIeHHOM B Buae rpada 3HaHU, MOXHO UC-
MOJIb30BaTh B JAaJbHENIIIEM, HATIPUMED, IJIsl pa3pabOTKU CUCTEM aBTOMATUYECKOTrO MHTEJUIEKTYAIbHOTO aHaIn3a JIIObIX
TEKCTOBBIX JTAHHBIX.
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