DOI https://doi.org/10.15407/usim.2018.02.012
UDK 004.02

OOpa3HO€ MbIIIICHHE

VLADIMIR KALMYKOYV, PhD, Senior research fellow

vl.kalmykov@gmail.com

ANTON SHARYPANOV, Research fellow,
_sha_@ukr.net

Institute of Mathematical Machines and Systems Problems of the Ukraine National Academy of
Science (IMMSP NASU), prosp. acad. Glushkova 42, Kyiv, 03187, Ukraine

SEGMENTATION OF THE EXPERIMENTAL CURVES
AS THE IMPLEMENTATIONS OF UNKNOWN PIECEWISE

SMOOTH FUNCTIONS

While processing (e.g. spline approximation) of experimental curves that supposed to be implementations of piecewise smooth
functions distorted by noise, the task of determining the boundary points of the pieces arises. A suitable resolution for examining
each curve is unknown. Construction of partial answers at a number of increasing resolutions is proposed. Each partial answer
contains information about specific points found at a given resolution. The general answer is a subset of maximum cardinality of
sequential and not conflicting partial answers. The results of experiments on segmentation of curves based on proposed method

are discussed.
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1. Introduction

Most information systems accumulate informa-
tion in the form of various diagrams, various kinds
of images, which are required to obtain the opin-
ion of the expert, in other words, to take this or
that decision. A large and constantly growing vol-
ume of data is forcing the development of tools
that allow reducing the burden on the decision-
makers through automatic and/or automated
processing of raw data.

The initial data or experimental curves represent
the measurement results that are usually distorted
by interference. It is assumed that the measured
data is the representation of some unknown func-
tion y =f(x), that is defined on measuring range
[a, b]. Measurement result is a finite sequence of /
pairs {x;, y;}; i =1, 2...1. In other words, there is a
tabular implementation of a given function.

Diagrams, contours of objects on images seems
to be the simplest and long used method for cog-
nitive presentation of measurements in various
areas of human activity, which allow to evaluate
the qualitative properties of the process despite on
the interference and measurement error. The most
basic feature of a diagram or contour is its shape,
which reflects a function that generates a visible
representation of the curve. It is the form of
graphic curve that characterizes parameters of the
reflected object or process. Various representations
can vary in scale, in the number of measurements,
and in other affine transformations. Furthermore,
they may be distorted by noise. However, the
main features of the form are preserved. Auto-
matic (automated) processing of graphical repre-
sentation of unknown functions implementations
involves comparing their forms to determine if
they describe the same or different processes or
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objects. For that purpose an analytical representa-
tion of an object should be obtained, e.g. in the
form of parametrically defined splines [1, 2].

However, the methods of presentation of the
experimental curves by splines suggest that ob-
tained experimental curves represent processes or
phenomena that are determined by unknown
smooth functions. At the same time a large num-
ber of practical problems require processing of the
experimental curves that can not be represented
by smooth functions adequately. Apparently,
these diagrams are the representations of the proc-
esses determined by the unknown piecewise
smooth function.

It is natural to assume that the approximating
function must also be piecewise smooth. The
curve defined by the function y=fx), (a <x<b)
is piecewise smooth if the function y = f(x) has a
finite number of discontinuities on [a, b] and the
segment [a, b] can be divided by points into a fi-
nite number N of partial segments, so that the
function y =f{(x) has continuous derivatives not
equal to zero simultaneously on each segment.

If splines are selected as approximating func-
tion, this function takes the form of a sequence of
polynomials

y=rY@ |, <x<t), fPX) | <x<t,),...,
SY PNy <x<ty),

where
Fl¢, <x<t,)=a"x" +a" X" +..+d" x+d".

Thus, it is necessary to consider a set of bound-
ary points 7= {t,, t,, ..., ty} and their number N+1
in order to segment the experimental curve (Fig-
ure 1).

The phenomenon of selecting the separate seg-
ments on a diagram is an act of visual perception
by its nature. The discontinuities of the curve or its
gradient are identified visually and used for mak-
ing decisions. The segmentation of images (i.e.
object contour selection) presumably has the same
nature as diagram segmentation.

The goal of this paper is to present the new
method for experimental curve segmentation
based on variable resolution concept prototyped
from visual system of humans and animals.
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Fig. 1. Segmentation of experimental curve
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In Sect. 2 we overview some existing methods
of image processing to show that de facto resolu-
tion changes is widely used to reduce the compu-
tational complexity of existing image processing
algorithms in order to get performance gain.
However the resolution that is best suited for
processing particular image is never estimated.

Since the segmentation of diagrams is an act of
visual perception and the result of segmentation is a
set of points that bound continuous segments of the
curve we establish correspondence between chan-
ges in sizes of visual neuron receptive field and
discontinuity analyses from calculus in Sect. 3.

We propose a coarse-to-fine algorithm for ex-
perimental curve segmentation and discuss the
results of its work in Sect. 4, 5.

2. Image processing methods
that use resolution changes

Usually image processing systems deal with an
image distorted by noise. In the simplest case in-
put image is convolved with (typically) Gaussian
filter in order to remove unwanted details and
processing algorithm is applied to blurred image.
For example Canny edge detector [3] relays on
that processing procedure. The result depends on
o parameter of Gaussian filter (Figure 2). No rec-
ommendations were issued in original work on
how to choose that parameter.

Other filters can also be used during signal pre-
processing aiming at removing noise from the origi-
nal signal. The result depends on the apperture size
of the filter which is the unknown parameter.

It was shown in [4] that processing of artificially
blurred images allows to solve problems that can
not be addressed at all by traditional image recog-
nition methods but nothing was said about choos-
ing the reasonable degree of that blur.
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Fig. 2. Application of Canny edge detector with different
values of ¢ to an image

In some fields of science it is not possible to get
sharp image at one shot. In biological imaging
with conventional light microscopy a problem of
limited depth of focus exists. If the specimen is
thicker than attainable focal depth portions of the
object surface outside the focal plane will be defo-
cused. To overcome this, multiple shots of speci-
men are taken with different focal depth along
optical axis resulting in series of images where the
certain parts of specimen appear in and out of fo-
cus. After that a procedure of reconstruction from
image set involving wavelets follows in order to
obtain an image that is sharp everywhere [5].

However, blurring of an image may be consid-
ered as decreasing of physical resolution. At the
same time decreasing of physical resolution is
widely used to reduce the computational com-
plexity of existing image processing algorithms in
order to get performance gain.

In [6] proposed a multi-resolution part based
model and a corresponding coarse-to-fine infer-
ence algorithm. It is based on the observation that
matching of each part of the image is the most
expensive computational operation in comparison
to detection of significant parts and computation
of their optimal configuration, so the minimiza-
tion of number of part-to-image comparisons im-
plies detection acceleration. Starting from match-
ing the lowest resolution part the method selects
only the best placement in each image neighbor-

hood. These locally optimal placements are then
propagated recursively to the parts at higher reso-
lution. By recursive elimination of unlikely part
placements from the search space, the set of pos-
sible locations is narrowed so that the computa-
tion of only few part-to-image comparisons is per-
formed. This method gives a ten-fold speed-up
over the standard dynamic programming ap-
proach.

The task of establishing the correspondence be-
tween pixels in two images (finding a markup)
with human faces, addressed in [7], is effectively
solved by building “cascades” of markups. The
resolution is decreased two times in both initial
images per cascade and new markup for them is
built. After that the starting approximation for ini-
tial markup is defined based on the new markup
and the field of motion is searched but with less
quantity of markings. The algorithm that solve the
task utilizing one “cascade” runs eight times faster
while preserving accuracy in finding the field of
motion for two images.

As we can see, several fixed decreased resolu-
tions relative to resolution of original image are
taken and transition rules are introduced but the
best resolution for processing particular image or
its part is never estimated.

3. Necessary additional
mathematics and neurophysiology
information

We will conduct our research based on the classi-
cal definition of the continuity of functions and
new findings in the field of neurophysiology of
vision.

The definition of function continuity in & — 8
form states that if for every € > 0 there exists a
d > 0 such that for all values of variable x from &-
neighborhood of point ¢ the function values f{x)
belong to e-neighborhood of f{c) (Figure 3).

This definition is used successfully for function
analysis but it could not be used in analysis of ex-
perimental curves. Experimental curves are the
representations of respective unknown functions
presented as sequences of measurements. A se-
quence of measurements is a set of points in some

14 ISSN 0130-5395, Control systems and computers, 2018, N° 2



Segmentation of the Experimental Curves as the Implementations of Unknown Piecewise Smooth Functions

discrete space. We note only that for checking the
continuity condition of f{x) in a given point ¢ the
sequence of function values considers. Starting
from a specific value |x, — ¢ the neighborhood of
point ¢ reduces (Jx;—d >, —d, o —d > -,
...) tending to 0. f{x) considers continuous in c if
the neighborhood of f{c) reduces to 0 at the same
time  (fitx) —A0)|>fix) — Ao, [xy) —fe)l >
> [fix;) —fc)l, ...). So, changing neighborhood of ¢
is used for analysis of function continuity in a
given point.

While studying human vision and processes
which take place in visual system neurophysiolo-
gists discovered that visual neurons process signals
from a set of receptors that form receptive field of
a neuron. The simplest receptive fields are circle
in shape and discrete by their nature. Receptive
fields of neighboring neurons overlap [8]. Later it
was discovered that the excitatory zone of the re-
ceptive field doesn’t stay constant during a visual
act (approx. 150ms). It decreases from maximum
to 1-2 receptors wide (Figure 4). After awhile this
phenomenon was carefully investigated in [10]. It
was also shown in [10] that the number of neurons
being activated decrease during stimulation of vis-
ual act. Eccentric stimulus spot presented outside
minimum field center but inside maximum field
center gave a fast initial response that disappeared
as center shrank toward minimum.

Thus it is possible to assume that visual neuron
could be matched to a point in some discrete two-
dimensional space and the excitatory zone of the
neuron could be matched to discrete representation
of point neighborhood. Then changes in receptive
field excitatory zone could be matched to changes
in point neighborhood. During one visual act image
processing of the object in the field of view pro-
ceeds in visual system with different resolution
changing from minimal (coarse, blurred) to maxi-
mal (sharp image). Because of the fact that we do
not notice the process of image segmentation of the
object in the field of view, it could be supposed that
image preprocessing in visual system happens on
subconscious level thanks to changes in size of visu-
al neurons receptive field excitatory zone as well.
Mentioned above phenomena being observed in
visual system of living beings could be used to pro-
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Fig. 4 [9]. Post stimulus histograms of neuron responses
on stimuli of 6 different sizes n axes represents the number
of spikes in corresponding time slice Ati. Maximum num-
ber of spikes corresponds to interval where the size of
stimulus meets the excitatory zone size. a — decreasing of
receptive field's excitatory zone area during visual act.

totype a new method of signal processing based on
variable resolution concept.

4. Proposed algorithm

Statement of the problem: there exists an un-
known function y = f{ix) with domain bounded to
[a, b]. The image of this function is observed on
[a, b]. The resolution needed for analyzing the
image of this function is unknown. Under the as-
sumption that the given image of a function repre-
sents an unknown piecewise smooth function, the
boundaries of partial segments a =1, <, <...<ty=b
and their number N +1 should be found.
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Fig. 5. Generation of segmentation answers for brightness
diagrams of image lines 1. Lines in ¢ — ideal image b, ¢ —
image distorted by noise and their corresponding diagrams
of brightness d, e, f. 2. g, h, i — the results of segmentation
for each diagram

Analytical solution of the segmentation problem
stated above should be considered as finding the
points of discontinuity for unknown piecewise smo-
oth function. The following discontinuities are of
interest: jump discontinuities, when the ¢-neighbo-
rhood of the function is empty in a given point and
removable discontinuities when the first order de-
rivative of function does not exist in the given point
(jump discontinuity of function gradient). However
only the image of unknown piecewise smooth func-
tion is observed so we are allowed to consider only
the discrete analog of discontinuities in the form of
irregular points on experimental curve.

Preliminary stage consists of presenting the ex-
perimental data as I “reference-value” pairs {i, x;};
i=1, 2 ... I, that corresponds to maximum resolu-
tion. Acquisition of coarse resolution signal is per-
formed (as well as in visual system) using a source
signal with maximum resolution. The following
initial conditions are set in algorithm that imple-
ments this method:

1. Maximum neighborhood size of an arbitrary
reference i for the coarsest resolution is taken as
sy~ 1/10.

2. List of M resolutions is used with neighbor-
hood sizes of g, 81, Sy, cevy Sy eees Spps Sps1 = K+ S
In this case the value of k is 0.67. The M-th list

item corresponds to source sequence with maxi-
mum resolution. M can be calculated based on s,
and k.

3. The total number of values in the sequence
corresponding to resolution sm is N, =3x
x (I/ s, +4) considering the mutual intersection
of adjacent samples neighborhoods and additional
points at the beginning and at the end of experi-
mental curve in order to deal with border effects.

4. g(s,,) is the curve for resolution s,,. Its n-th
value g,(s,) is calculated as median of values
x,,x, for the sequence of references 7, i +1, ...
..., I ts,, in experimental curve.

5. The points of g(s,) being calculated with
non-overlapping neighborhoods are considered.
Irregular points r,(¢,), (¢,=1, 2, ..., T,,) are fixed
based on analysis of curves g(s,) :|g.(s,) — & —
= 3(sw) | > d and g(s,,) : &(Sw) = &) = &= 3(sw) |;
|g.(s,) —&,—3(s,) | >d Here d is some prede-
fined threshold.

6. Application of rules from item 5 to curves
g(s) and g'(s) for all M resolutions results in a list of
irregular points sequences #(7). Each sequence
includes all irregular points #(7,,) of curves g(s,,)
and g'(s,,) for a given resolution s,,.

7. Irregular point r,(¢,+1) from sequence m +1
corresponds to irregular point r(¢,) from se-
quence m respectively if r,(t,) <r,(t,+1) <r(t,) +
+ s, is true.

8. Sequences m and m +1 are grouped together
in a sublist if they have equal number of irregular
points Tm and the correspondence condition for
each pair of respective irregular points is fulfilled.
If sequence m already belongs to another sublist
then sequence m +1 is added to that same sublist.

The result of segmentation is considered as se-
quence of irregular points with the largest resolu-
tion number m being taken from the longest sublist.

5. Discussion

Proposed algorithm was experimentally checked
in MATLAB development environment.

The diagrams of line brightness in grayscale im-
ages were selected as objects of concern (Fig-
ure Sa-f). Figure 5g-i shows the application of
proposed algorithm to original diagram where the
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resolution (apperture size) changes from coarse 6. Conclusion
(large values) to fine (small values). X-axis of Fig-
ure 5g-i contains references of original signal
(Figure 5d-f respectively). Y-axis of Figure 5g-i
contains resolution numbers in a list of resolutions
so each horizontal line on them represents the
sequence of irregular points for a given resolution.
Sublists of partial answers are marked by vertical
gray dashed lines on the sides of each diagram and
the longest sublists are marked in black.

In contrast to other known methods of segmen-
tation the proposed algorithm doesn’t use any a
priori information about noise level etc. for the
diagram been processed.

The information found on maximum resolu-
tion of the answer from segmentation is used to
determine position of irregular points on subse-
quent resolutions of the curve up to maximum
resolution.

For the first time it was proposed and experimen-
tally verified curve segmentation method that used
variable resolution (coarse-to-fine) in the deci-
sion-making process. Similar principle was found
and studied in the visual system of animals. Using
the “coarse-to-fine" principle it is possible to suc-
cessfully execute segmentation of experimental
curves distorted by noise, which are the imple-
mentations of piecewise smooth functions.

The resolution of signal was considered as a
hidden parameter. It was shown that proposed
algorithm was capable of obtaining results of seg-
mentation based on artificially acquired informa-
tion about image resolution. No additional a priori
information about noise level was used while
processing diagrams distorted by noise.

These solutions will be used in the development
of new methods for processing halftone images.
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IHCcTUTYT TpOGIeM MaTeMaTUUYHUX MalvH i cucteM HAH Ykpainu,
npocn. akan. [nymkosa 42, 03187, Kues, YkpauHa

CEIMEHTALISl EKCIIEPUMEHTAJIbHUX KPUBUX K PEATI3ALISL KYCKOBO-TIALKWUX ®YHKIINA

Beryn. Benuka KimbKicTh iHGOpMAaIiitHUX cricTeM Hakonmmuye iHdopmaitio y popmi pisHoMaHiTHUX TpadikiB, 3a IKUMU
Ma€ JaTy BUCHOBOK €KCIepT. Y TaKMX cUCcTeMax BXifHi JaHi a0 eKcrepuMeHTalbHi KPUBI SIBJISIIOTH COOOI0 pe3ysIbTaTu
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BUMIpIB, sIKi 3a3BM4Yaii CIOTBOPEHi 3aBagaMu. s Toganbioi poOOTH 3 eKCIIEpUMEHTAIbHUMUA KPUBUMU, HAaIPUKIIaL
JIJIs1 X TOPIBHSIHHS, HEOOXiAHO OTPUMATHU aHAJITUYHUI OMUC KPUBOI, TOOTO BKa3aTW HEBiZOMY (PYHKIIiIO, SIKOIO BOHA
MOXe OyTH alpOKCUMOBaHa. BiIbIIicTh MpakKTUYHUX 3a1a4 MOPOIXKYE €KCIIEPMMEHTAIbHI KPUBi, 1110 MOXYTh OyTH aje-
KBaTHO allpOKCHMMOBAHI JIMIlIe KYCKOBO-TJIaAKUMU (PYHKLIIMU. Y TaKOMY BUNAAKY €KCIIepMMeHTaJbHa KpUBa ITiIJjIsirae
CerMeHTallii AJ11 BUSHAYEHHSI TPAaHUYHMX TOYOK CETMEHTIB, Y MeXax sSKMX BOHa MOXe OyTM alpoOKCHMMOBaHa IJIaaKolo
¢yHkiel. JionrHa 0e3MOMUIKOBO i Maiftxke MUTTEBO CEIMEHTYE CIIOTBOPEHi 3aBagaMu rpadiky 3aBIsiKU MeXaHi3My
3MiHU PO3MIJbHOI 3JaTHOCTI Y 30pOBOMY CIPMIHSITTI. TOMY aKTyaJbHOIO 3aJayel0 € CTBOPEHHSI METOMy CerMeHTawlii
€KCITepUMEHTAIBHUX KPUBUX 3 BUKOPUCTAHHIM MOHSATTS 3MiHHOI PO3IiJIbHOI 3MaTHOCTI.

MeTta cTaTTi — IojgaT HOBUI1 METOJ CErMEHTALlil CIIOTBOPEHUX 3aBaJlaMU €KCIIEPUMEHTAJIbHUX KPUBMX, 1110 Oa3y-
€TbCSI Ha MOHSTTI 3MiHHOI PO3iIbHOI 31aTHOCTI.

Metoau: poboTa CIMpPAETHCS Ha KJIIACUYHY TE€OPilo HeMepepBHOCTI (DYHKILiM 3 MAaTEMaTUYHOIO aHali3y Ta Ha HOBIT-
Hi IOCSITHEHHS Y Helipodizioiorii 30py JIOIUHU.

Pesyabrar. Ynepiie 3ariporioHOBaHO Ta €KCIIEPUMEHTAIBHO MEepPeBipeHO METON CErMEHTallil eKCIepUMEeHTAIbHUX
KPUBHUX, Y IKOMY BUKOPUCTOBYETHCSI IMOHATTS 3MiHHOT PO3IiJbHOI 3MaTHOCTI MUIsl PUMHATTA pilneHHs. [Toka3aHo, 110
po3pobJieHUI Ha 6a3i HOBOrO METOY aJIFTOPUTM J03BOJISIE TPOBOJUTH CETMEHTALLiI0 3 BAKOPUCTAHHSM IITYYHO OTpUMa-
Hoi iH(opMallii CTOCOBHO pO3IibHOI 3MaTHOCTI eKCIiepUMeHTaIbHO1 KpuBoi. [Ipu 00pobeHHI CITOTBOpEHUX 3aBagaMu
eKCIepUMEHTAIbHUX KPUBUX alipiopHa iH(opmMallisi CTOCOBHO MapaMeTpiB 3aBaj He BUKOPUCTOBYBAJACh.

BucnHoBoK. 3acTocyBaHHSI 3MiHHOI PO3IUTbHOI 3MATHOCTI MTO3BOJISIE YCITIIITHO CETMEHTYBATU CITOTBOPEHi 3aBamaMu
eKCIIepUMEHTaNIbHI KPUBi, 110 € peali3alli€lo HeBIIOMMX KyCKOBO-INIanKuX (yHKIi. [Ipy oMy po3milbHa 3MaTHICTH
CHUTHAJTy PO3IJISIIAEThCS SIK IPUXOBAHUI IMapaMeTp.

Karouoei caosa: excnepumenmanvhi kpugi, ceemenmauis, 3MiHHa po30inbHa 30amHicmb.

B.I. Kaambikoe, KaH. TeXH. HaAyK, CTapll. Hayd. coTpya., vl.kalmykov@gmail.com
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HMHcTutyT npobyieM MaTeMaTnueckux MaliuH U cucteM HAH Ykpaunsl,
npoct. akaa. ['mymkosa 42, 03187, Kues, YkpanHa

CEITMEHTALIMA 9KCITEPUMEHTAJIbHBIX KPUBBIX KAK PEATIM3ALINA KYCOYHO-TJIAIKUX ®YHKIIUN

Beenenne. MHorue nH(opMalMOHHbIE CUCTEMbI HAKATUIMBAIOT MH(GOPMALIMIO B BUIE Pa3IMUHbIX TPa(pMKOB, HYKIAIOIIUXCS B
3aKIIIOYCHUM DKCIIepTa. B Takux crcTeMax BXOIHbIE JaHHBIE WIN SKCIIEPUMEHTAIbHbIC KPUBbIE IIPEICTAB/ISIOT COOOM pe3y.ib-
TaThl U3MEPEHUIA, OOBIYHO UCKaXKEHHBIE ToMexaMu. JIis naibHeiIeii paboThl ¢ 9KCIIEPUMEHTAIbHBIMU KPUBBIMU, HATIPUMED
IUTST KX CPaBHEHsI, HEOOXOIMMO TIOTYINTh aHAIMTHIECKOE ONMCaHue KPUBOM, T.€. yKa3aTh HEM3BECTHYIO (DYHKIIMIO, KOTOPOii
OHa MOXET OBIThb aIPOKCUMHUPOBaHa. BOJIBITMHCTBO MPAaKTUYECKUX 3319 ITOPOXKIAET IKCIIEPUMEHTAIbHBIC KPUBBIE, KOTO-
pBIe MOTYT OBITh aIEKBATHO AIIIPOKCMMMPOBAHBI TOJIBKO KYCOYHO-TIATKUMU QYHKIMSIMH. B TakoM ciydae aKcIiepuMeHTa-
JIbHast KpYBasi MOUIEXUT CETMEHTAIINK ISl ONpeNeIeHIsT TPAaHUMYHBIX TOYEK CETMEHTOB, B paMKaX KOTOPBIX OHa MOXeET OBbITh
aImpOKCUMHUPOBaHa Miankoi GyHkuuei. YemoBek 6€301MO0YHO Y TIOYTH MTHOBEHHO CErMEHTHPYET UCKasKCHHBIC TTOMEXa-
MM TpadyKK Garogapst MEXaHM3My U3MEHEHHMSI pa3pellieHHs B 3pUTeIbHOM BocTpusaThH. [105TOMY aKTyalbHa 3amada co3/ia-
HMSI METOIIa CETMEHTALINN SKCTIEPUMEHTAIBHBIX KPUBBIX C MCTIOIB30BAaHUEM TTOHSITUS IIEPEMEHHOI pa3pellicHHUs.

Ieab cTaTb — MOAATh HOBBIM METOI CErMEHTAIIMN MCKaXKEHHBIX ITOMEXaMM 3KCIIePUMEHTATBHBIX KPUBBIX, OCHO-
BaHHBII Ha OHATUU MIEPEMEHHON pa3pelaoleil ClTOCOOHOCTH.

MeTtoapl: paboTa onMpaeTcss Ha KIaCCUIECKYI0 TCOPHIO HETIPEPHIBHOCTH (PYHKIIMI 110 MaTeMaTUIECKOMY aHAIN3y
¥ Ha HOBEWIIIE JOCTVKEHUS B HEMPO(DU3NOIOTUY 3PEHUS YeI0OBEKA.

Pesynbrar: BriepBble MPEUIOXKEH M SKCIEPUMEHTATbHO MPOBEPEH METOI CerMEHTAllMK 9KCIIEPUMEHTAIBHBIX KPH-
BMX C MCIIOJIb30BAaHMEM ITOHSITHS ITEPEeMEHHOM pa3pelnalonieil CliocOOHOCTH TSI IPUHATHS penieHus. [1okasaHo, 4To
pa3paboTaHHBI Ha 6a3e HOBOIO METOMA aJrOPUTM, TO3BOJISIET MPOBOIUTH CETMEHTAIIMIO C MCIOJIb30BAHMEM UCKYCCT-
BEHHO TMOJTy4YeHHOI MHGOPMAIIMK O pa3pelnaionieil cliocCOOHOCTH IKCTIepUMeHTaIbHON KpuBoii. [1pn 06paboTKe ncka-
JKEHHBIX ITIOMEXaMU 3KCIIEPUMEHTAIbHBIX KPUBBIX allpuopHast MHGOPMAaLKS O TTapaMeTpax IToMeX He MCITOJIb3YeTC .

BeiBoa: MpuMeHeHMEe IIEPEMEHHOM pa3pelialolieil CITOCOOHOCTH MO3BOJISIET YCIEIIHO CErMEHTUPOBATh MCKAXEH-
Hble ITOMEXaMM 3KCIIepUMEHTAIbHbIE KPUBbIE, KOTOPBIE CIyXaT pealn3alieil HeM3BECTHBIX KYCOYHO-IIaaKuX (PYHK-
uuit. [1pu a3TOM paspellieHue CUrHaja pacCMaTpUBaeTCsl KakK CKPBIThII apameTp.

Karoueevie caosa: IKChepumernmasnbHovle Kpueble, ceemenmaus, nepemeHnas paspeularouas CcnocoObHOCMb.
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