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QUEUEING INVENTORY SYSTEM WITH FEEDBACK

Perishable Queuing Inventory system with positive service time and customer feedback is considered. The system applies Vari-
able Size Order policy for the inventory replenishment. Stochastic simulation method is used to calculate the system performance
measures and find its stationary distribution. The dependence of performance measures on the reorder level is illustrated and

analyzed using the numerical experiments.
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Introduction

Queueing-Inventory System (QIS) with repeated
customers was first studied in [1] and [2]. The au-
thors of these articles independently investigated
the Markov QIS model with (s, S) replenishment
policy using the different approachs. When the
inventory level is zero arriving initial customers
(p-customers) are assumed to join the orbit of in-
finite length. The customers in the orbit (r-cus-
tomers) repeat their calls after exponentially dis-
tributed random time. Two-dimensional Markov
chain is used to describe the mathematical model
of the system. Authors used the method of gene-
rating functions and Laplace transform algorithms
correspondingly to calculate the stationary distri-
bution of the system. The variation of the model
with insistent r-customers and (§5—1,.5) reple-
nishment is considered in [3] and [4].

QIS models with positive service time and re-
peated customers are considered in [4—9]. Three
different Markov models with single server, (s, S)
replenishment policy and r-customers were stu-

died in [4]. The generating matrix (Q-matrix) of
each model was constructed and proved to have
the tridiagonal form. Matrix-Analytical [10] tech-
nology was applied to calculate the performance
measures and calculate the stationary distribution.
In the QIS model considered in [6] the servers are
treated as the inventory items and the inventory is
assumed to replenish immediately. When the in-
ventory level is zero arriving customers are as-
sumed to join the orbit of infinite length. The cor-
responding three-dimensional Markov chain was
constructed and the performance measures were
calculated.

Markov model with finite queue of the high
priority customers was studied in [7]. Inventory
level does not change after servicing the low prio-
rity customer. The low priority customers are
taken to the service only in case of the idle servers,
otherwise they join the orbit and become impa-
tient. The four-dimensional Markov chain was
constructed to find the joint distribution of the
queue length, orbit size and the inventory level
and was calculated from the solution of the cor-
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responding system of the linear balance equations.
Markov QIS model studied in [8] has the finite
queue of the p-customers where each customer
after service completion either leaves the system
or joins the orbit according to Bernoulli trial. The
r-customers arriving from the orbit are taken to
the service if there are no p-customers in the sys-
tem and/or the inventory level is zero, while r-cus-
tomers do not require the inventory item after ser-
vice completion. The Q-matrix of the model was
constructed and stationary distribution was calcu-
lated using the Matrix-Analyical methodology.
The single server QIS model without queue was
investigated in [9]. Arriving p-customers are taken
to the service if the server is idle and inventory
level is greater than zero. The customer leaves the
system when there are no items left in the inven-
tory and server is idle. If the server is busy the p-cus-
tomer joins the orbit. The r-customers in the orbit
are assumed to be insistent, so that if the server is
busy or the inventory level is zero at the moment
of arrival the r-customer returns back to the orbit.
The corresponding three-dimensional Markov
chain was constructed and solved using the ma-
trix-geometric method.

The perishable QIS models (PQIS) with the re-
peated customers (feedback) were less investigated
according to our literature research. The articles
we found on the subject are [12] and [13]. The
system with phase-type distributed positive service
time and the MAP flow was studied in [13]. The
inventory replenishment time (lead time), sojourn
time in the orbit and the inventory perishing time
are described with the exponentially distributed
random variables (e.r.v). The system applies (s, S)
replenishment policy and arriving customers are
assumed to join the orbit the when waiting queue
is full. The system is described using fivedimen-
sional Markov chain. Algorithm based on the ma-
trix-geometric method is developed to calculate
the performance measures. In [12] considered the
model with the simple Poisson flow, instantenous
service time and server vacations. Likewise in
[13], system applies the (s, .S) for the inventory
replenishment and the replenishment order lead
time, orbit sojourn time and inventory perishing
time are e.r.v. The server goes for a vacation
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whenever the inventory level reaches zero. The
customers enter into the orbit of infinite size if the
inventory level is zero or server is in a vacation at
the arrival moment. The system was modeled
using the three-dimensional Markov chain and
solved using matrix-geometric method. In order to
apply sojourn solution in [12] and [13] the r-cus-
tomer arrival intensity are considered constant
and that does not correspond to the reality.

PQIS model with feedback and instantenous
service time was studied in [18] and detailed sum-
mary of PQIS models was provided in the article.

We consider the single server PQIS model with
the positive service time, Poisson flow and infinite
queue and orbit. The arriving p-customers are as-
sumed to join the queue or the orbit or leave the
system according to Bernoulli trial whenever the
inventory level is zero. The waiting customers in
the queue become impatient when the inventory
reaches the zero level. The impatient customers
leave the system or joins the orbit after some ex-
ponentially distributed random time. The arri-
ving r-customers from the orbit either leaves the
system or goes back to the orbit if there are no
items left in the inventory. The served customers
may or may not purchase the inventory item sys-
tem after the service completion. The models
with such customers were first considered in [7]
and [14] and later applied in [15]. We use three-
dimensional Markov chain to describe the mathe-
matical model of the system. The stationary dis-
tribution and the performance measures of the
system are calculated using the stochastic simula-
tion algorithm [19].

The paper consists of five sections. In the first
section the model description and the problem
statement is provided. The mathematical model
and the transition matrix (Q-matrix) of the system
is given in the second section. The formulas for
the calculation of the performance measures are
developed as well. The problem solution using the
Gillespie’s Stochastic Simulation [19] algorithm is
described in the third section and the application
of other possible algorithms is analyzed. The
umerical experiments are illustrated and discussed
in the fourth section. The article is concluded with
the summary of work done.
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Model Description
and Problem Statement

Let’s consider the following M/M/1/wa/PQIS/RQ
model. The identical p-customers arrive into the
system according to Poisson scheme. The inven-
tory level decreases by unit after service comple-
tion in case the customer purchases an item. The
inventory items perish independently at random
times described with e.r.v. The reserved item while
servicing the customer does not perish and the
customer does not leave the system while being
served.

The arrived p-customer is taken to the service
if the inventory level is positive and server is
idle, otherwise the p-customer joins the queue
of infinite size. If the inventory level is zero the
arrived p-customer either joins the queue, enters
the orbit or leaves the system according to Ber-
noulli trial. The r-customers in the orbit repeat
their call after exponentially distributed random
time.

During waiting in the queue customers become
impatient when the inventory reaches zero level
and the impatient customers leave the queue in-
dependently after the random time. After leaving
the queue, the impatient customer either enters
into the orbit or leaves the system according to
Bernoulli trial. We assume that the cusomters may
enter into the orbit multiple times.

The served customer may or may not purchase
the inventory item after the service completion.

The system does not differentiate between the
p-customers and r-customers, but the mean ser-
vice time differs depending on whether the served
customer purchases the inventory item or not
(first-type and second-type customers).

System applies VSO policy. In order to be
concretely, here up to S policy is used. When
the inventory reaches the level s the replenish-
ment order is placed. The lead-time is described
with e.r.v. The inventory is replenished up to .S
level after the order delivery. We assume that
s<.5/2 in order to prevent multiple replenish-
ment orders.

Problem statement is to find the joint stationary
distribution of the inventory level, queue length

and orbit size and to calculate the system per-
formance measures.
The system has the following parameters:

A — Poisson arrival intensity of the initial
p-customers;

y — inventory perishing intensity;

S — maximum inventory level;

s — replenishment order threshold, s < .S/ 2;

v — replenishment order lead intensity;

¢, — the probability that arrived p-customer
joins the queue if inventory level is zero;

¢, — the probability that arrived p-customer en-
ters the orbit if inventory level is zero;

¢; — the probability that the p-customer
leaves the system if inventory level is zero,
Ot ot =1;

T—queue leaving intensity of the impatient
customers;

vy, —the probability that the impatient cus-
tomer leaves the system;

y, —the probability that the impatient cus-
tomer enters into the orbit after leaving the queue,
vty =15

u; — the service intensity of the first-type cus-
tomer;

o, — the probability that the customer does not
purchase the item after service completion (first-
type customer);

o, —the probability that the customer pur-
chases the item after service completion (second-
type customer), ¢, + ¢, = 1;

W, — the service intensity of the second-type
customer;

1 — the arrival intensity of r-customer from the
orbit;

&, — the probability that the arrived r-customer
leaves the system if inventory level is zero;

&, — the probability that the arrived r-customer
goes back to the orbit if inventory level is zero,
& +t&=1

We divide the required performance measures
into two related categories below:

Inventory related performance measures:

S,, — average inventory level,
RR — average replenishment rate;
R,, — average replenishment size;
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I',, — average perishing rate;

Customer related performance measures:
L, — average number of customers in queue;
L, — average number of custemers in orbit;
RL — average customer loss intensity.

System is modeled using the continuous
Markov chain and the current state is denoted as
(m, n, k) where the variables m, n, k indicate the
inventory level, the queue length and the orbit size
correspondingly. The system State Space (.SS) is
defined as the follows:

E={(mnk):m=0,1,..,8;n=01..;k=01.;}.(1)

We consider the following notations before
constructing the transition rate matrix:

p(m, n, k) — the stationary probability of the
state (m, n, k);

q(my, ny, k)),(m,, n,, k) — transition rate from
the state (m,, n,, k) to the state (m,, n,, k,).

The transition rate matrix of the system could
be expressed with the parallelepiped of the finite
base (inventory level), infinite height (orbit size)
and depth (queue length). Let’s group the transi-
tion rates for simplicity.

The first group consists of the transitions where
the inventory level and queue length changes but
the orbit size remains the same (k; = k, = k). We
differentiate two sub-groups here.

We put the transitions occurring from the state
where the inventory level is positive (m;, > 0) into
the first sub-group. Such transitions occur on the
customer arrival, after the service completion,
inventory perishing or replenishment delivery:

q((ml’nl’k)’ (ml’n2’k)):

A, m,=m,n,=n, +1;

10y, m, =m,n, =n, —1;

1,65, my=m —Ln,=n -1 (2)
=<my, m,=m,—1, n,=n, =0;

(m—-1)y, m,=m -1, n,=n>0;
v, m <s,m,=S8,n,=n;
0, otherwise.

The second sub-group contains transitions oc-
curring from the states where the inventory level is
zero (m; = 0). Such transitions occur on the cus-
tomer arrival, after the impatient customer leaves
the system and after the inventory replenishment:

ISSN 0130-5395, YCuM, 2018, N* 3

q((ml,n],k), (mz,nz,k)) =
A, my,=0,n,=n+1;

my,, my=0,n,=n-1; - (3)
v, m,=8,n, =n; '
0, otherwise.

The second group consists of the transitions
where the orbit size changes (&, # kz) and the
inventory level is not affected (ml = mz). Such
transitions occur when the customers enter or
leave the orbit:

q((mwnl’kl)’ (mZ’nZ’kZ )) -

Ad,, m =0,n,=n,k =k +1;

mty, m=0,n=n-Lk =k+1; )
=1k, m >0,n,=n+1k, =k —1;

k&, m=0,n,=n,ky =k —1;

0, otherwise.

We assume that A/p,0, <1 in order to ensure
the ergodicity of the system. Then the stationary
distribution exists and the following condition is
hold:

Z p(m,n,k):l; (5)
(m,mk)<E

We may calculate the performance measure af-
ter the stationary probabilities are found. The in-
ventory related performance measure are calcu-
lated with the following formulas:

S, = Z mp(m,n,k); (6)
(m,n,k)eE
S
Fav:y(Zm p(m,O,k)+
m=1 (m,O,k)EE
5 ™
2 m=1) > p(m,n,k)l(n)];
m=2 (m.,n.k)eE
RR=y(s+1) >, p(s+L0,k)+
(s+1,0,k)eE (8)
+ (1,0, +5Y) Z p(s + l,n,k)l(n);
(s+1L,n,k)eE
S
R,=> m Y p(S-—mnk); 9)
m=S—s (n,k)eEm
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We derive the following formulas for the calcu-
lation of the customer related performance meas-
ures:

L = Z np(m,n,k); (10)
(m,n,k)EE
Ly= > kp(m,nk); (11)
(m,n.k)eE
RL, =1y Z np(0,n,k)+
(0,n.,k)eE
+n& D kp(0,n,k)+
(0,n,k)eE
+ A, Z p(O,n,k). (12)
(0,n,k)eE

1(A) is the indicator function of the event 4, E,,
is the set all the states where inventory level is m in
the above formulas. (6), (9), (10), (11) are calcu-
lated as the mathematical expectation of the cor-
responding random variables. Other formulas are
developed based on transition rate matrix of the
system (see formulas (2)—(4)).

In conclusion, we introduced the mathematic
model of the system, constructed the correspond-
ing transition matrix and developed the formulas
for the calculation of the performance measures.
We will provide the algorithm to find the station-
ary distribution of the system in the next section.

Problem Solution

In order to find the stationary distribution of the
Markov system we need to solve the system of lin-
ear balance equations. There are different algo-
rithms to solve the infinite systems in special cases.
For example, the algorithms like matrix-geometric
method [10], spectral expansion [17] apply matrix
algebra, eigenvalue and eigenvector calculations to
solve the infinite system of linear equations under
assumption of system ergodicity. These algorithms
require computational power and their practical
implementation and complexity may become prob-
lematic. Additionally, these methods imply some
restictions on the transition matrix. Taking into
account the form of our Q-matrix, these methods
are not applicable in our case.

Let’s consider the approximate SMA (Space
Merging Algorithm) technology that is described

in [18]. This method constructs the merged states
based on each state parameter, divides the process
into one-dimensional BD (Birth—Death) proc-
esses and reduces the dimensionality of the sys-
tem. The stationary probabilities are expressed
through the probabilities of the merged states
based on the formula of conditional probability.
This algorithm is computationally efficient, al-
though it returns the approximate results. Addi-
tionally, it imposes some restrictions to the form
of transition matrix. Our mathematical model is
not appropriate for the application of this method.

When there is no analytical solution and the
transition matrix is given, we may apply the
well-known simulation algorithms to calculate
the stationary distribution of the system. The
examples of algorithms used for the simulation
of the continuous Markov Chains are Gillespie's
Direct method, Gibson Next Reaction method,
Explicit Tau-Leap method. The more detailed
information about simulation algorithms is pro-
vided in [20].

Let’s apply the exact Gillespie's Direct [19] al-
gorithm for the solution of our model. It consists
of the following steps:

1. Define the overall simulation time 7, set the
initial time 7= 0;

2. Define the initial state x of the system ran-
domly or set it to zero state;

3. Calculate the sum of all the possible transi-
tion rates from the current state x:

0= Zq(x,x,.), i=0,...,7;
x; ek

4. Draw the time duration Afr until the next
event from the exponential distribution with pa-
rameters Q,

5. Generate random number r using the uni-
form distribution;

6. Set the next state x, as follows:

if0<r<q(x,x0)/Q,setx=x0;
if q(x,xo)/Q<r<(q(x,x0)+q(x,xl))/Q,
set x = x;;
it Y a(nx)/ 0<r<y g(xx)/ 0,
set X = Xx,,;
7. Update the current time: = ¢ + At;
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o 1 2 3 4 5 6 13

Fig. 1. Dependce graphs of inventory related performance
measures (6)—(9)

8. Repeat the steps 3—7 while r< T.

The simulation time 7 is choosen experimen-
tally based on the system parameter values. The
quantity Q in step 3 is calculated using the formu-
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Fig. 2. Dependce graphs of customer related performance
measures (10)—(12)

las (2)—(4). The stationary probability of each
state is calculated as the ratio of its sojourn time to
the total simulation time. After the stationary dis-
tribution is found we calculate the performance
measures according to the formulas (6)—(12).

The simuation algorithms may become uneffi-
cient for the complex transition rate matrices. As
concluded from the formulas (2)—(4) the transi-
tion matrix is appropriate for the simulation in
our case.

In conclusion, we introduced the application of
the simulation algorithm for the calculation of
stationary distribution and the system perform-
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ance measures in this section. We will analyze the
numerical experiments in the next section.

Numerical Experiments

We will illustrate and discuss the numerical ex-
periments obtained from the stochastic simulation
of the system. We analyze the dependence of the
system performance measures on the different
replenishment lead times (v=1, v=2) and re-
plenishment threshold.

The system parameters are assumed as follo-
wing in the numerical experiments:
A=15m=5; 1 =60; n,=30;6,=0,3; ¢, =0,4;
$»,=0,5vy,=0,2;§,=0,2;y=1,5t=1,5; S=15.

We conclude from Fig. 1 that S, increases
linearly proportional to s. The reason is that in-
ventory is replenished more frequently for the
higher values of s which results in the increase of
the average replenishment rate RR. Additionally,
the intuitive relation I',, = vS,, holds true. The
average replenishment amount R,,, in contrary to
S,,, I',, and RR, decreases with the increase of
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NUMUTAITMOHHASA MOIOEJb CUCTEMbI OBCITYKUBAHUA-3ATTACAHUS
C BECKOHEYHON OYEPEJIbIO U OBPATHOH CBA3bLIO

BBenenne. PaccMoTpeHa crcTeMa oOCTyXKMBaHMSI-3aMacaHusl ¢ OECKOHEYHON o4Yepenblo, MOJIOXKUTEIbHBIM BpeMEHEM
00CITy>KMBaHUS M OT3bIBAMHU KJIMEHTOB. Pa3Mep 3aKa30B KOHEUEH, a IJIMHA odyepedu U opOUT OecKoHeuHa. KuMeHTHI,
MpUOKIBAIOIINE B COOTBETCTBUM ¢ MoTokKamu IlyaccoHa, MO0 MOKyMNaloT TOBAapHBIM 3amac MO0 MOKWAAIOT CUCTEMY.
KimeHTHI B ouepeny CTAaHOBATCS HETEPIEIMBBIMU, KOTIA YPOBEHD 3aI1acoB IMMafgacT n0 HyJs1. HeTepnenuBble KIMEHTH B
COOTBETCTBUM C MCIBITAHUEM BepHYIIN OCTaBISAIOT CUCTEMY TIPUCOEIMHEHMST K OPOUTE TTOC/Ie SKCITOHEHIIMAIBHO pac-
MpeaeeHHOro CayJyaiiHoro BpeMeHu. Ecii B MHBeHTape HET IMPeaIMETOB B MOMEHT MPUOBITUS, KJIIMEHT JIMOO BXOIUT B
ouepeab WIM Ha opOUTY, IMOO MOKKAAET CUCTEMY B COOTBETCTBMHU C pacripeneieHueM bepHymnu. B cucteme nmpumMeHsi-
€TCsI TIOJIMTUKA MOPsIIKA COPTUPOBKU /IS TTOTTOJTHEHMSI 3aI1acoB.

Metoapl. cionb30BaH METOM CTOXaCTUIECKOTO MOIEIMPOBAHUS ISl pacueTa MmoKasaresieil TpOM3BOAUTEIBHOCTH
CHCTEMBI M MOKCKA €¢ CTAlIMOHAPHOTO pacIpenecHus. 3aBUCUMOCTh MoKa3aTeliell 3(P(eKTUBHOCTH OT YPOBHS TIepe-
YHOpSITOYeHUS MMPOMJUTIOCTPUPOBAaHA 1 TTPOaHAIM3MPOBaHA C UCITOIb30BaHMEM YUCIEHHBIX SKCIIEPUMEHTOB.

Pesyabrar. [IpesioxeHa UMUTalMOHHAsI MOZEJIb CUCTEMbl 00CTY>KMBaHMsI-3aMacaHusl ¢ MOJOXUTEIbHBIM BpeMe-
HeM 00CIy>KUBaHUSI, 06CKOHEUHOI ouepeblo, 0ECKOHEUHOI OpOUTOI 1 00paTHOI1 CBsI3bI0. B crcTeMe 00CTy KMBalOTCS
3as1BKM JIBYX TUIIOB U UCMOJIb3YETCS CTpATErtsl MOIMOJHEHUS 3aMacoB ¢ epeMEHHbIM 00beMOM 3aKa30B. BpeMsi BbImoJ-
HEHUS 3aKa30B — CJIydaiiHasl BeJIMIMHA ¢ TTOKa3aTeJIbHOM (hyHKIMEH pacrpeaeieHns. PazpaboTaHa COOTBETCTBYIOIIAS
TpexMepHas 1enb MapKoBa U TIPeUIOKEH aJTOpPUTM MOCTPOCHUS €€ MPOU3BOIsIIeit MaTpuibl. [TomydeHbl popMyTbl
IUTSI pacdeTa XapaKTepUCTUK CUCTeMBI. [locTpoeHa MMUTAIIMOHHAS MOIENb JUIST TIOMCKA CTAIlMOHAPHOTO pacripeselie-
HUSI JaHHOM 1ieru MapkoBa.

BoiBoapl. [TyTeM YMCIEHHBIX 9KCIIEPUMEHTOB M3yYeHbl 3aBUCUMOCTH XapaKTEPUCTUK CUCTEMbl OT KPUTHUYECKOTO
YPOBHSI 3a11aCOB Y BPEMEHM BBITTOJTHEHMS 3aKa30B.

Karoueawie caoea: cucmema obcayycusanus-3anacanus, 6eckoHeunas mpexmephas Mapkoeckas cems, anreopumm moodeaupo-
eanus1, VSO-noaumuka, yucaeHHvle IKCnepumMerHmal.
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IMITALIMHA MOJEJb CUCTEMUW OBCIYTOBYBAHHSA-3ATTACAHHSA
3 HECKIHYEHHOIO YEPT'OIO TA 3BBOPOTHHMM 3B’13KOM

Beryn. PosrisiHyTo cuctemy oOCiIyroByBaHHsI-3alacaHHSI 3 HECKiHYEHHOIO 4eprol, MO3UTHUBHUM 4YacoM OOCIYroBY-
BaHHsS Ta BiATyKamu KJieHTiB. Po3Mmip 3aMoOBjeHb KiHLIEBUiI1, a JOBXWHA 4Yepru i opOiT HecKiHyeHHa. KitieHTH, sIKi
npuOyBaloTh BiAnoBigHO a0 notokiB IlyaccoHa, abo KymnyroTh TOBapHUii 3amac, abo 3aiuiuapTb cuctemy. KiieHtu B
yep3i CTaloTh HETePIUISTYMMU, KOJIM piBeHb 3amaciB Majga€ a0 HyJiss. HeTepriisgyi KIieHTH BiIMOBiAHO 10 BUIIPOOYBaHHS
BepHysuti 3anMialoTh cUCTEMY NMPUEAHAHHS 1O OpOITU Micjis €KCHOHEHLiaJIbHO PO3IOALIEHOrO BUIMAJAKOBOTO 4Yacy.
Skio B iHBEHTapi HeMae MpeIMeTiB B MOMEHT MpPUOYTTS, KJIiEHT a00 BXOAUTH B yepry abo Ha opOiTy, abo 3ayuiIae
CUCTeMYy BIAMOBiAHO N0 posnofiny bepHysti. Y cucteMi 3aCTOCOBYEThCS TMOJNITHKA TMOPSAKY COPTYBaHHS ISt
MOTIOBHEHHS 3aracis.

Metoau. BUKOPUCTaHO METOJ CTOXaCTUYHOIO MOJIEIIOBAHHS VISl PO3PaxXyHKY MOKa3HUKIB MPOMYKTUBHOCTI CHUC-
TEeMHU i TOLIYKY ii cTalioHapHOTo Po3MoAily. 3ajeXXHiCTh MOKa3HUKIB e(heKTUBHOCTI Bil piBHS MepeyNnopsiaAKOBYBaHHS
MPOLTIOCTPOBAHO i MPOAHATI30BAHO 3 BUKOPUCTAHHSIM YMCEIbHUX EKCIIEPUMEHTIB.

PesynbraT. 3amponoHOBaHO iMITAIliifHY MOIENb CUCTEMU OOCITyTOBYBaHHSI-3allacaHHs 3 TTO3UTUBHUM YacoM 00-
CIIYTOBYBaHHSI, HECKIHUCHHOIO Yeprolo, HeCKiHUEHHOIO OpOiTOI0 i 3BOPOTHUM 3B'SI3KOM. B crcreMi 00CITyroBYIOThCS
3asIBKM JIBOX TUITIB i BAKOPUCTOBYETHCSI CTPATETisI MOITOBHEHHS 3aMaciB i3 3MiHHUM 00CSITOM 3aMOBJIeHb. Yac BUKOHAH-
H$1 3aMOBJICHb € BUIAJIKOBOIO BEJIMYMHOIO 3 TOKA30BOI0 (DYHKIIE€I0 pO3MOaiTy. 3aIpOIOHOBAHO iMiTalliiiHy MOJEIb CHC-
TeMM OOCTYyrOBYBaHHsI-3allacaHHsI 3 MMO3UTUBHUM YacoOM OOCIIyrOBYBaHHsI, HECKiHUEHHOIO Yeprol, HeCKiHYEHHOI Op-
0iTOI0 i 3BOPOTHUM 3B'sI3KOM. B crcTeMi 00CIyroBylOThCS 3asiBKU JBOX TUITIB i BUKOPUCTOBYETBCSI CTpATETrisl TOMOBHEH-
HI 3amaciB i3 3MiHHUM 00CSAroM 3aMoBJieHb. Yac BUKOHAHHSI 3aMOBJIEHb € BUIIaKOBOIO BEJIMYMHOIO 3 TOKA30BOI0 (hyH-
Kii€o posnoniny. Po3pob6seHo BianmoBigHUIT TPMBUMIpHUIA JJaHIIOr MapKoBa i 3alIpOIIOHOBAHO aJrOPUTM MOOYI0BM ii
BiITBOPIOBaJIbHOI MaTpulii. OTpuMaHo (OpMYJIM IJIsI PO3PaXYHKY XapaKTepUCTUK cucteMu. [ToOymoBaHO iMiTauiiiHy
MO JIJIS TIONTYKY CTalliOHapHOTO PO3TIOALTY JaHOTO JlaHIIora MapKoBa.

Buchnosok. L1151X0M YyMceTbHUX €KCIIEPUMEHTIB BUBYEHO 3aJIe3KHOCTI XapaKTepUCTUK CUCTEMU Bill KDUTUYHOTO Pi-
BH$I 3araciB i BiJl Yacy BUKOHAHHS 3aMOBJICHb.

Karouoei caosa: cucmema obcayeo8yeanns-3anacants, Heckinuenna mpusumipna Mapkoecvka mepedca, areopumm mooenio-
eanHs, VSO-nosimuka, uucenvhi exchepumermu.
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