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THE PRINCIPLES
OF THE MACHINE LEARNING APPLICATION
IN CLASSIFICATION OF NETWORK TRAFFIC

Approaches to classification of network computing traffic on the basis of division of DPI and methods of structural analysis are
systematized. The illustration of one of methods of structural analysis is developed. The algorithm which is possible for implement-
ing in vitro is given. Perspectives of use of the given systematization are planned.
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tion techniques is significant increase in a share of
the encoded traffic that results in inapplicability of
approaches based on the contents analysis.

Introduction

The problem of the network traffic classification
is solved on nodes of regional providers distribu-
tion, the corporate network centers, campus con-
trol nodes. Historically this task is most relevant in
the field of traffic management for increasing ef-
ficiency of the existing communication channels
and quality of the provided services for ultimate us-

Problem definition

In a general view the problem of the network traffic
classification can be formulated as follows: receiv-

ers. However, nowadays, the relevance of this task
considerably increased. One more trend stimulat-
ing development of the network traffic classifica-

ing on an input of some network traffic character-
istics with delivery at the exit of a class to which this
type of traffic belongs [1].
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Network traffic classification is the first step
which helps to identify the different applications
and protocols transferred on network. The second
step is management of this traffic, its optimization
and prioritization. After classification all packets
become noted on belonging to a certain protocol or
the application that allows network devices to ap-
ply maintenance policies (QoS), leaning on these
tags and flags.

Solution methods

There are two main methods of traffic classifi-
cation:

1. Classification based on data units (Payload-
Based Classification). It is based on fields with data
units, such as ports (Layer 4) of OSI (the sender
and the receiver or both). This method is the most
widespread, but does not work with the ciphered
and tunnelled traffic.

2. Classification based on the statistical tech-
nique. It is based on the analysis of traffic behavior
(time between packets, session time, etc.).

It is necessary to take into account that global
hasty growthover of the transferrable traffic amount
and carrying communication channels capacity is
brought to the necessity of the algorithms search
with the lowered calculable complication.

Universal approach to traffic classification is
based on information in IP packet heading — as a
rule, it is the IP address (Layer 3), the MAC address
(Layer 2), the used protocol. This approach has limit
possibilities, as information is taken only from IP-
heading, the methods of Layer 4 is limited. In fact
far not all applications use the standard ports.

The deep analysis of packets (DPI) allows to
carry out more perfect classification. (deep packet
inspection — the deep analysis of packets). DPI
is a basis of the majority network attacks detec-
tion, the systems of ensuring security policies of
corporate networks, shaping and blocking of the
user traffic by telecom operators. Now at the mar-
ket there are several vendors making the solutions
DPI engaged in their integration — Procera, Allot,
Sandvine, Cisco.

One of the classification approach options which
is used in the Cisco [1] company is given in Fig. 1.
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Fig. 1. Classification option illustrating general principles

The main lack of DPI is the mechanism of the
analysis which needs to see the payload of the ana-
lyzed packets. Thus, DPI is not applicable if the
client uses encryption or, for example, if we have
no means of DPI at the time of traffic passing. If
in the long term it is required to carry out some
analysis of the traffic flowing on network — then
there is a problem of saving of all payload for the
subsequent analysis that does the general task is
impracticable bulky.

Method for solving

the classification problem
based on an analysis of a set
of statistical flow metrics

Thus, the alternative solution one of the main tasks
of DPI is a definition of the application layer proto-
col — based on very small amount of information,
without verification with the list of widely known
ports (well-known ports) and without analysis of
payload is considered here.

Also, as in the DPI means, as a rule, the object
of classification is the traffic flow of the transport
layer - this is a set of IP packets that have the trans-
port layer protocol, as well as an unordered pair of
endpoints: <( ip source , source port), (ip assign-
ment, port of destination)>.

The idea of a method [6], is that the different
applications using different protocols also gener-
ate flows of the transport layer with different sta-
tistical characteristics. At adequate definition of
a set of statistical flow metrics, on values of these
metrics it is possible to predict with a high accu-
racy what application generated this flow, and,
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Fig. 2. An illustration of basic networking concepts

respectively, what application layer protocol is
transferred by this flow.

For convenience we will define the basic con-
cepts of the network interaction (Fig. 2):

= The client — the initiator of TCP-connection
or the sender of the first UDP-datagram of a flow,
depending on a transport layer protocol.

= The server — host TCP-connection or the ad-
dressee of the first UDP-datagram of a flow, de-
pending on a transport layer protocol.

= A chunk of data is the application-level pay-
loads collection that were transferred from one side
to the other (from the client to the server or vice
versa), without being interrupted by the payload
from the other side.

In the set pattern after TCP handshake a client
begins to pass an actual load - consequently, the
aggregate of data begins from the client side. While
a server sends no actual load in reply, and ACK
sends just, the aggregate data proceeds from the
client side. When a server feels a necessity to pass
some application layer loading, the aggregate data
of client closes, and the aggregate data of server
begins. Thus, all transmission of actual load is al-
ternation of aggregates data then with one, then on

the other hand. With very intensive data exchange
on both sides, data can be degenerated into sepa-
rate IP packets.

We define the statistical flow metrics: all statisti-
cal characteristics of the flow will take values from
four rows of numbers:

= The sequence of the sizes of the transport layer
segments (TCP or UDP) sent from a client side.

= The sequence of the sizes of the transport layer
segments sent from a server side.

= The sequence of the sizes of the data portions
sent from a client side.

= The sequence of the sizes of the data portions
sent from a server side.

For the short example shown in the figure above,
this series will have the following meanings:

= Client side segment sizes: [220, 520]

= Server-side segment sizes: [720, 420]

= The size of the data portions on the client
side: [700]

= The size of the chunks of data from the serv-
er: [1100]

These 4 rows of numbers fairly accurately char-
acterize the data flow, and based on them we can
determine the application layer protocol.

We formulate the statistical characteristics of
the data stream, starting from these 4 rows of
numbers:

1. Client-side average packet size.

2. Standard deviation of packet size on the cli-
ent side.

3. Server-side average packet size.

4. Standard deviation server packet size.

5. Average client data size.

6. Standard deviation of the data portion from
the client.

7. Average server chunk size.

8. Standard deviation of the data portion size on
the server side.

9. Average number of packets per client data
portion.

10. Average number of packets per server data
portion.

11. Client Efficiency — the amount of applica-
tion load transferred, superimposed on the total
amount of application and transport load trans-
ferred.
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12. Server efficiency.

13. Ratio of bytes — how many times the client
transmitted more bytes than the server.

14. Payload Ratio — how many times the client
transmitted more bytes than the server.

15. Package Ratio — how many times the client
has transmitted more packets than the server.

16. The total number of bytes transferred by
the client.

17. The total amount of application load trans-
ferred from the client.

18. The total number of transferred segments of
the transport layer from the client.

19. The total number of transferred data pieces
from the client.

20. Total number of bytes transferred by the
Server.

21. The total amount of application traffic trans-
ferred from the server side.

22. The total number of transmitted segments
of the transport layer from the server.

23. The total amount of data transferred by the
Server.
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24. The size of the first segment of the transport
level from the client

25. Client’s second transport segment size.

26. The size of the first segment of the transport
layer on the server side.

27. The size of the second segment of the trans-
port layer on the server side.

28. The size of the first data portion from the
client

29. The size of the second data portion from
the client

30. The size of the first data portion from the
server

31. The size of the second data portion from the
server

32. Protocol type of the transport layer (0 —
UDP, 1 — TCP)

For definition of the application layer protocol
of a specific flow, at these calculated statistical
metrics we will lead this task to a problem of ma-
chine learning. The considered task is in the clas-
sical formulation a problem of the objects classifi-
cation on several classes.
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At each object 32 characteristics, and relevance
each of them to the class tag which is available for
an object at this investigation phase remains un-
decided. Therefore for machine learning it is of-
fered and selected a popular algorithm “Random
Forest” [7] as it is poorly sensitive to noise and
correlation of signs.

This algorithm works on the principle of “learn-
ing with the teacher.” This means that the algo-
rithm requires a certain selection of objects, for
which class labels are already known. This sample
can be divided in a ratio of 1 to 2 for training and
testing. On a training set, a training model is con-
ducted (in our case, training consists in building a
set of decision trees), and on a test sample, it evalu-
ates how well the model copes with the task.

Conclusions

Based on the review of the traffic classification ap-
proaches, we can draw the following conclusions.

= There are a large number of algorithms and ap-
proaches with different advantages, disadvantages,
processing speed, area of applicability and accu-
racy of the results obtained.

= Different algorithms comparison is consider-
ably complicated due to the lack of public base of
the full-fledged marked network routes on which it
would be possible to carry it out. The lack of such
base is caused by the objective reasons, such as
need of information security support and privacy
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MNPUHIUIIN 3ACTOCYBAHHA
MAIIMHHOIO HABYAHHS B KIIACU®IKALIT MEPEXKEBOI'O TPA®IKY

Beryn. 3aBmanns kmacudikaiii MepexxeBoro Tpadiky BUPINIYETHCS HA By3JTax PO3IMONTY PerioHANIbHUX IPOBaiAepiB,
KOPIOPAaTUBHUX MEPEKEBUX LIEHTPaxX, KaMITyCHUX BYy3JaX yrnpaBiliHHs. IcTopuyHO 1 3amavya HaOiIbII akTyaldbHa B
rajysi ynpapiaiHHs TpadikoM ajis MiIBUILIEeHHS e(PEKTUBHOCTI BUKOPUCTAHHS iCHYIOUMX KaHaJIiB 3B’SI3KY i SIKOCTI MOCIIYT,
110 HAAIOThCS JUISI KiHIIEBUX KOPUCTYBAYiB.

Meta. MeTolo T10CTiIxKeHHS € po3po0Ka TiaXomy 10 BUPIlLIEHHS y 3arajibHOMY BUIJISII 3a1a4i Kiacuikallii Mmepexe-
Boro Tpacdiky, a came, OTPUMAaHHS Ha BXiJ IeSIKNUX XapaKTepUCTUK MepexeBoro Tpadiky 3 Bumaveio Ha BUXOi KJ1acy, 10
SIKOTO AaHU BUI TpadiKy BiTHOCUTHCS.

Metomu pimenHs. Po3risiHyTo 1Ba OCHOBHI MeTOM Kacudikaltii Tpadiky:

1. Knacudikaitist Ha ocHoBi 6;10KiB nanux (Payload- Based Classification). 110 TpyHTYEThCS Ha aHaTi3i MOJIiB 3 OJIOKaMU
NaHUX, TaKKUX 1K TopTu (Layer 4) OSI (BianpaBHUK i ofepXyBay 4yu oouaBa). JlaHuii MeTon € HalOUIbLI MOIIMPEHUM, ajie
HE TMpalioe 3 3aM(MPOBAHUM i TYHEJIbOBaHHUM TpadiKoM.

2. Knaccudukarus Ha OCHOBi CTAaTUCTUIHOTO MeTOMy. [pYHTYEThCsI Ha aHATi3i TOBeniHKY TpadiKy (Jac MixX makeTamu,
yac CeaHcy i T. I1.) Ta aHaJli3i cIy>k00BUX TTOJIB .

Pesyabrat. Po3po6iieHo pekoMeHallii 111010 3aCTOCyBaHHS METOY pillleHHS 3a7a4i Kiacudikallii Ha OCHOBI aHaTi3y
HaboOpy CTATUCTUYHMX METPUK TOTOKY. PO3MISIHYTO ajbTepHAaTMBHUIA CMOCIO BUPILIEHHS OJHIi€T 3 TOJOBHUX 3aBIaHb
DPI — BU3HaYEHHSI TPOTOKOJY MPUKIATHOTO PiBHS — Ha OCHOBI JIy>Ke HEBEJIMKOI KiJTbKOCTi iHhopMallii, 6e3 3BipKH 3i
CIMUCKOM IIMPOKO BiTOMUX MOPTiB (well-known ports) i 63 aHasi3y KOPUCHOTO HaBaHTaXKEHHSI.

Brache, mist MalmMHHOTO HABYAHHST 3alIPOTIOHOBAHO i BUOpAHO TOMYNISIpHUIT anroput™ «Random Forest», OCKiTbKI
BiH c1a00 YyTJIMBMI 10 LIYMiB i KOpEJsLlil O3HAK.

Bucnosku. Ha nincrasi orisiny miaxoiB 10 kKiaacudikauii Tpadiky pooisiTbesl BACHOBKU 3 iCHYBaHHSI BEJIMKOT KiJIbKOCTi
AJITOPUTMIB i TIAXOAIB 3 Pi3HUMU TlepeBaraMu, HeJOJiKaMu, 110 BiIpi3HSIOThCSI 3a IIBUIKICTIO 0OpOOKM, 00JsacTi 3a-
CTOCYBaHHS i TOYHOCTI pe3yJIbTaTiB, MOPIBHSHHS SIKMX 3HAYHO YCKJIAJIHEHO Yyepe3 BiICYTHICTh 3arajlbHOJOCTYITHOI Oa3u
TTOBHOIIIHHUX PO3MiUueHUX MePEXKeBUX TPac, Ha SIKUX OyJI0 O MOXKJIMBO TTPOBOIUTH TOPiBHSIHHSI.

HarmnpsiMkoM, 1110 po3BUBA€ETHCSI € KOMOIHYBAHHS MiIXOIIB i cUCTeM Kilacudikallil B Xo/li CIpo0 MoA0JIaHHSI HEI0TiKiB
OKpEMMX MiIXO/IiB i BAKOPUCTAHHSI iX MepeBar.

INepcriekTBOIO BUKOPUCTAHHSI pillleHHs 3amadi Kjaacudikalii € 3acTocyBaHHsI B 3ajayi NMPiOPUTETHOCTI KJIaciB
Tpadiky. 3arporoHOBAHO BU3HAYATU MPIOPUTETU KJ1aciB TpaikiB Ha OCHOBI pillleHHs1 0araToKpUTepiabHOI 3a1a4i Teopii
KOPMCHOCTI.

Karouogi caosa: ananisz mepexeBoro Tpadiky, MepexkeBa Oe3mneka, Kiaacudikalliss MepexkeBoro Tpadiky, MalllMHHE Ha-
BuaHHs, DPI
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NPUHOUITEI MTPUMEHEHUA
MAIIMHHOI'O OBYYEHUA B KTACCUOPUKALIMN CETEBOI'O TPAGUKA

Berymienune. 3amaua kiaccubUKaLUKM CETEBOro Tpaduka pelaeTcs Ha y3jax pacipeneeHus pernoHaIbHBIX IIPOBaiiae-
POB, KOPIOPATHBHBIX CETEBBIX LICHTPAX, KAMITYCHBIX y3J1ax yrnpaBieHus. Mcropuuecku 3Ta 3am1aya Hanbosiee akTyaabHa
B 00J1aCTH yIpaBieHUs TpadrKoM s OBbIIeHUsI 3G (MEKTUBHOCTY UCIOIb30BaHMUsI CYILIECTBYIOIIMX KaHAIOB CBA3U 1
KavecTBa MPeIOCTaBIISIEMbIX YCIYT IUTsI KOHSUHBIX ITOJTh30BATEICH.

ens. Lenbio nccaenoBaHus sIBIsIeTCsT pa3paboTKa Mmoaxoaa K pelieHnIo B o0IeM BuIe 3a1aun KiaccuduKkammm ce-
TeBOro Tpaduka, a UMEHHO, MOJyJYeHNE Ha BXOJ HEKOTOPBIX XapaKTePUCTHUK CETeBOro TpaduKa C BblAaueil Ha BBIXOJE
KJ1acca, K KOTOpOMY JaHHbIM BU TpaduKa OTHOCUTCS.

Mertoap! pemiennsi. PaccMOTpeHbI 1Ba OCHOBHBIX METO/1a KiaccuuKalmu Tpaduka:

1. Knaccudukanus Ha ocHoBe 010k0B naHHBIX (Payload-Based Classification). OCHOBBIBaeTCSl Ha MOJISIX ¢ OJOKaMu
NAHHBIX, TAKKUX KaK OPThI (Layer 4) OSI (oTripaBUTENb U MTOTyYaTe b UK 00a). JlaHHBII MeTox sIBJsieTCsl HauboJiee pac-
MPOCTPaHEHHBIM, HO He paboTaeT ¢ 3ainmdpPOBAaHHBIM U TYHHETUPOBAHHBIM TPa(PUKOM.

2.Knaccubukaiuyss Ha OCHOBE CTATHCTUYECKOro MeTona. OCHOBBIBAETCS Ha aHaIM3e MOoBeneHus Tpaduka (Bpemst
MEXKIy MaKeTaMu, BpeMsI ceaHca U T. I1.).

Pesyabratel. PazpaboTaHbl peKOMEHIALMM 110 IPUMEHEHUIO METOAA pellleHus 3adadyn KiacCu(UKaluyi Ha OCHOBE
aHajM3a Habopa CTaTUCTUYECKMX METPUK MOTOKA. PacCMOTpeH albTepHaTUBHBIN CITOCOO pellleHMs] OMHOW U3 TJIaBHBIX
3amad DPI — onpezaeneHre MMPOTOKOJIA MMPUKIIATHOTO YPOBHSI — Ha OCHOBE OIpaHMYSHHOTO KOJIMUYeCTBa MHMOpMaIuu,
0e3 CBepKU CO CMMCKOM M3BECTHBIX ITOPTOB (well-known ports) 1 6e3 aHav3a MoJe3HOI Harpy3Ku.

Co0OCTBEHHO, UISI MALIMHHOTO 00YUEHUSI IIPEUTOKEHO 1 BBIOPAHO TTOITYJISIPHBIM alropuT™ «Random Forest», TOCKOJTb-
KY OH CJIa00 YyBCTBUTEJICH K IIIyMaM ¥ KOPPEJISILIMY ITPU3HAKOB.

BoiBoapl. Ha ocHOBaHMM 0cMOTpa MOAX0A0B K KiiaccuuKauuu TpapukKa I1ej1aloTcsl BBIBOAbI O CYLIECTBOBAHUU 0OJIb-
1LI0TO KOJIMYECTBA aJITOPUTMOB U TOJIXOA0B C PA3IMYHBIMU MPEUMYIIECTBAMU, HEAOCTaTKaMU, OTJIMYAIOIIUECS TTO CKO-
pocTr 06pabOTKU, 0OJIACTH TPUMEHEHUSI U TOYHOCTH Pe3yJIbTaTOB, CPaBHEHUE KOTOPHIX 3HAYUTEIBHO 3aTPYIHEHO U3-3a
OTCYTCTBUS OOIIEIOCTYITHOM 6a3bl MOJTHOLEHHBIX PA3MEUEHHBIX CETEBBIX TPACC, HA KOTOPBIX OBIJIO OBl BO3MOXHO TTPO-
BOIMTH CPABHEHMUSI.

PasBuBalouMcst HarpaBJIeHUEM SIBJISIETCSL pa3pa00TKa KOMOMHUPOBAHHBIX ITOIXOA0B M CUCTEM KilacCU(DUKALIMKU B
XOJI€ TOMBITOK MPEOI0JICHHUsI HEAOCTATKOB OTAEIbHBIX ITOIX0I0B 1 UCII0Jb30BaHKE UX MIPEUMYIIIECTB.

IMepcrieKTHBOM KMCITONIB30BAHUS PEIIEHMS 3a1aul KJIacCU(DUKALIMK SIBJISIETCS IPUMEHEHNE B 3a1a4e MPUOPUTE3alluKi
KimaccoB Tpaduka. [1pemToxkeHo onpenesaTh MPUOPUTETH KIIACCOB TPa(PUKOB Ha OCHOBE PEIIeHUS] MHOTOKPHUTEPUAITb-
HOW 3a/1a41 TeOPUH TIOJIE3HOCTH.

Karoueesnte caosa: ananus cereBoro tpaduka, cereBas 0€30MacHOCTb, Kjiaccudukalus ceTeBoro Tpaduka, MalllMHHOE
obyuenue, DPI
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