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The paper considers software-defined storages, their essential requirements, features, as well as advantages and disadvantages
of solutions by the different vendors. The most widely spread OpenSource products used to build software-defined storages are
analysed. An example of functioning software-defined storage based on non-commercial software Gluster and decommissioned
hardware is given. The paper describes storage architecture which provides the reliable storing of information with minimal costs

incurred.
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Introduction

Costs connected with storages can make up to 25%
of total IT infrastructure costs in large organiza-
tions. This number can grow even more in case
of data volume growth and increasing demand for
storage capacity [1]. On the other hand, organiza-
tions have limited IT budgets which makes nece-
ssary to search for technological solutions both
lowering costs for storage implementation and pre-
serving service quality.

One of such solutions are software-defined storages
or SDS which enable implementation of storages
based on commodity equipment. As a rule, it can
be a group of server nodes with x86-64 architecture
running generic operating systems (OS) such as
Linux, Windows, FreeBSD. Basic dis-tinctive fea-
ture of SDS is the virtualization of storage function
which separates hardware from software managing
the storage infrastructure [2].

SDS is one of those new technologies that break
into the IT infrastructure of organizations and

virtualization, volume, scalability,

cloud service providers. According to IDC forecast
global annual expenses on software-defined stora-
ges will grow by approximately 13,5% between
2017 and 2021 to reach $16,2 billion [3]. Gartner
expects that 70—80% of unstructured data will be
stored in inexpensive storages under SDS control
by 2020 and 70% of existing massive storages will
be available as purely software in 2019.

SDS Requirements and Features

Basically SDS is a software managing storage ser-
vices based on business oriented policies that are
independent on equipment. Different SDS defini-
tions usually include storage virtualization to sepa-
rate hardware from software managing storage in-
frastructure. Software including a software-defined
storage environment is to provide an elastic storage
organization as well as policy based management
of such functions as cashing, deduplication, snap-
shots, backing up, thin provisioning.
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Storage Networking Industry Association (SNIA)
defines SDS as a virtualized storage environment
featuring the interface for storage management and
including the following [4]:

= Automation — simplified management that re-
duces the cost of maintaining storage infrastructure.

= Standard Interfaces — APIs for the manage-
ment, provisioning and maintenance of storage de-
vices and services.

= Data Path — block, file and/or object inter-
faces that support applications written to these in-
terfaces.

= Scalability — seamless ability to scale the stora-
ge infrastructure without disruption to the specified
availability or performance.

= Transparency — the ability for storage consu-
mers to monitor and manage their own storage
consumption against available resources and costs.

Quite a lot vendors offer SDS today: Dell EMC
(Dell Nexenta, EMC and ScalelO), HPE (Store-
Virtual VSA), IBM (Spectrum Storage), NetApp
(ONTAP Select), VMware (vSAN), Red Hat
(RedHat Ceph Storage u RedHat Gluster Storage),
StoneFly ( SCVM, SDUS), DataCore (SANsym-
phony), VMware (vVSAN), Virtuozzo (vStorage),
Microsoft (Storage Spaces Direct) etc. All SDS
can be grouped into three categories:

= classical (CEPH, Red Hat Storage Server,
EMC ScalelO);

= based on traditional storages (NetApp ONTAP
Select, HPE StoreVirtual VSA);

= integral part of complexes (VMware vSAN).

Some manufacturers offer both complex so-
lutions and software component (Huawei, Dell
EMC). It allows for more elastic product selection
and usage of outdated hardware to address less de-
manding storage tasks. Another feature of SDS is
the ability to use disk array virtualization on some
classical storages.

SDS can have scale-out or distributed (with no
common elements) architectures.

In the former case the redundancy is achieved
by means of distributed data copies, however, the
redundancy of communications between nodes lo-
wers write speed. Data transfer network is a critical
element so such solutions are usually implemented
on InfiniBand basis. This principle is used by SDS

VMware vSAN, HPE StoreVirtual VSA, Dell EMC
ScalelO.

In systems with no common elements the data
are written to one node and then copied to other
nodes by schedule to provide redundancy. Such
write operations to storage are not transactional, so
such an approach is more economical. Ethernet is
mostly used as an interconnect and this architec-
ture is quite convenient for scalability.

Today SDS are in demand in the IT market as
their implementation offers a number of advan-
tages including: abstraction from the lower level of
hardware, scalability, simplification of storage in-
frastructure and relatively low cost.

SDS Implementation Case

Ukrainian office of Endress+Hauser, a prominent
Swiss manufacturer of industrial control systems
components hired systems integrator S&T Ukraine
to solve the issue of lacking storage resources. The
task had to be addressed by way of implementation
of additional storage based on available decommis-
sioned hardware, with minimal changes to existing
IT infrastructure and with minimal costs.

Integrator offered implementation of software-
defined storage based on non-commercial pro-
ducts. After customer’s requirements analysis there
were chosen Ceph and Gluster products.

Ceph is a distributed storage with high scala-
bility and performance with no single point of
failure. It was initially developed for scalability to
Exabyte levels and higher with utilization of com-
modity platforms. It is not only an unlimited scala-
bility and productivity that Ceph offers but also
performance and elasticity. This way it removes the
need for expensive storages. Ceph is a defined soft-
ware and unified solution for enterprise level stora-
ges working on standard hardware. This makes it
the most cost effective and multifunctional stora-
ge. Universal Ceph storage provides both file and
block access interfaces. It enables elastic usage of
data storage based on customer requirements. To
use Ceph FS it is enough to have metadata server at
any of the Ceph cluster nodes. However, you have
to keep in mind that availability of only one MDS
server creates a single point of failure. It is recom-
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Fig. 1. Distributed volume implementation

mended that the cluster should have at least two
separate networks, the first being front-side (public
network) and the second being back-side (cluster
network). Two networks are recommended to sepa-
rate customer data and Ceph cluster data exchange.
If both networks are deployed in one physical envi-
ronment there can arise productivity issues. These
separate networks should have a capacity of at least
1 Gbps, however 10 Gbps networks are recom-
mended.

Gluster is a distributed scalable file system with a
feature of quick allocation of additional disk space
to meet user demands. The Gluster clusters to-
gether its building blocks over Infiniband RDMA
or TCP/IP interconnect (aggregating memory and
disk resources) and manage data in a single global
namespace. Automatic failover is declared as one
of key functions. This solution also does not re-
quire a centralized metadata server, as the main
building principle is clustering of resources. And
the resources are usually the hardware already de-
commissioned by the customer.

Touka
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Of all considered variants the former did not
quite meet the customer requirements as de-
manded additional expenses on upgrade of existing
network infrastructure. This is why it was decided
to deploy additional storage based on Gluster with
functionality equal to that of Ceph but having more
flexible requirements to IT infrastructure.

In our case Gluster unites disk resources into
single volumes. A volume can be created from
bricks (disks) of one or different servers.

There can be following volume types [5]:

Distributed. Distributed volumes distribute files ran-
domly across the bricks in the volume. This option is
used when there is a need of maximal scaling of avail-
able storage. Redundancy is not a priority in this case
or provided by other software or hardware levels. Ex-
ample, of implementation see in Fig. 1.

Replicated volume (RAID-1 analogue). The
files are replicated across numerous bricks in the
volume. Replicated volumes are used in environ-
ments where high availability and high reliability are
critical.
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Striped volume (RAID-0 analogue). The data are
striped across bricks in the volume. Such volu-mes are
used for environments with large numbers of concurrent
file accesses. They are ideal for accessing very large files.

Dispersed volume (RAID-5/RAID-6 analogue).
For this volume type a file is split into fragments to
which the redundancy information is added and
then fragments are successively written to volume.
This approach is used when a certain set level of
reliability is required with a minimal toll on availa-
ble storage space. The reliability level can be set up
manually, based on customer requirements.

This volume type has been selected as a basis for
additional storage while decommissioned hard-
ware has been clustered with aggregation of the
disk space. The chosen reliability level was equal to
that of RAID-5 allowing for failure of one block (a
server or its component) without losing data on the
whole cluster.

Scaling up enabled following variants:

= use as an independent file resource and allow
users save documents to it;

= connect to existing servers as a block device;

= g0 for non-standard solution, like use as a back
up system component.

In view of the fact that the customer did not have
a fully functional back up system and backing up
was done by way of replicating data between servers,
the decision was made in favor of this option. As the
budget was strictly limited the back up system was
implemented on the basis of OpenSourcs products.
Based on product analysis there were identified
three variants for Open-Source back up system that
met customer requirement. They were Amanda
(Zmanda), a free version of Amanda Community
Edition; Bacula, a free version of Community edi-
tion and Bareos a purely OpenSource product, an
offshoot of Bacula project.

Bacula creators have been working on closing the
source code since 2010 and now they make changes
only to the closed (Enterprise) source, do not ac-
cept third party patches and cut functionality of
the open code. In view of these facts going for this
product has not been considered expedient. Aman-
da is less functional compared to Bacula product
and possesses rather limited capabilities of integra-
tion with SDS. On the other hand, Bareos features

good specifications and its developers position the
product as a fully functional back up system.

In view of the above and the fact that Bareos
features good capability of integration with Glus-
ter and provides for creation of backup copies from
and to clustered resources, the decision was made
in favor of choosing this product.

Thus, there emerged the opportunity to build a
distributed and scaled storage fully meeting cus-
tomer requirements. Central backup server (or
Director as per Bareos classification) has been de-
ployed as a virtual machine at one of virtualization
hosts. Bareos proved to be quite elastic in setup and
allowing for connection of additional modules and
plugins. The only drawback was that all settings
had to be done manually in respective configura-
tion files due to absence of graphic interface for
system setup and administration. Additional plugin
enabled connection of a united disk storage, an ear-

0| B Linvx client

[Dataz

Gluster Node3

Fig. 2. Architecture of software-defined storage
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lier configured cluster, to the server. Ordinary per-
sonal computers were used as cluster blocks. The
client of the back up system was deployed on ser-
vers and workstations (Bareos clients are available
for majority of operating systems). Back up copies
are stored to cluster building blocks (server nodes).
In case one node fails the whole node or its com-
ponents are replaced. If there is insufficient storage
space the next node is added to expand the volume.
Solutions architecture is presented in Fig. 2.

This storage has been successfully implemented,
tested and commissioned.

Two open independent OpenSource products
were used to implement a fully functional complex
solution for backing up which required no signifi-
cant expenses. Some components of the solution
can be used independently or as storages additional
to already used by the customer. Thus the integra-
tor was able to address simultaneously a number of
issues with customer's IT infrastructure and meet
the demands made during initial stage.
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CHUCTEMMU 3bEPEXEHHA JAHUX, AKI BUSHAYAIOTBHCA ITPOT'PAMHO,
AKIHCTPYMEHT CKOPOYEHHS BAPTOCTI IT-IHOPACTPYKTYPU

Beryn. ¥V Benukux opranizailisix BapTicTb cucTeMm 30epexkeHHs1 naHux (C3/1) ckimamae mo 25 BimcotkiB BaprocTti IT-
iHpacTPyKTypH, TOMY 3aBIaHHSI TOLIYKY TEXHOJOTIYHUX PillIeHb, 1110 JO3BOJISIIOTH CKOPOUYBATH BUTPATHU Ha iX CTBOPEHHS,
€ aktyabHUM. OnHe 3 HuXx — C3]I, ki BU3HAYalOThCsl MPOrpaMHoO (software-defined storage — SDS), 1110 103BOJISIIOTh
CTBOPIOBATH CXOBUILIA JAHUX HA HECTIeLia/li30BaHOMY 00J1aIlHAHHI MACOBOTO KJIacy, Miji KEPYBaHHSAM OMepaliiHUX CUCTEM
3araJIbHOTO MPU3HAYEHHS.

Bumoru 10 SDS 1a ix ocodmBocTi. SDS BU3HAYAIOTH SIK BipTyalli3oBaHe cepeaoBuIle 30epeKeHHS TaHKX 3 iHTepdeiicom
Ke-pyBaHHSI cepBicaMM, siKe MOBMHHO BKJIIOUYATH B ceOe: aBTOMAaTU3allilo yIpaBIiHHs; cTaHIapTHI iHTepdeiicu — API;
BipTyastizaliito 1UISIXiB JOCTYIY IO AaHUX; MAacIITabOBaHiCTh;, MOHITOPUMHI pecypciB, 110 CIOXMBAIOThCA. SDS MoxXHa
pO3IIIUTU HA TPU KaTeropii: KJacM4YHi; Ha OCHOBI TpagWLIiHHUX CUCTEM 30€peKeHHS; y CKJali O0UYMCIIIOBaJbHUX
KOMILJIEKCiB.

Ipuknan peamizaunii SDS. [l BupilieHHsT 3aBIaHHS 301TbIIEHHST pecypciB s 30epekeHHsT iHbopMallii HeoOXimHo
oyno ctBoputu noxarkoBy C3J1 3 MiHiMaibHUMM (hiHAHCOBMMU BUTpaTamMu. byno 3amporoHoBaHo mooymnyBatu C3/1,
sIKa BU3HAYAETLCS MPOrpaMHO, 3 BUKOPUCTAHHSIM MPOTrpaMHUX TPOAYKTIB Ta KOMIT'IOTEPHOI TEXHiKM, BUBEICHOI
3 eKcIUlyartaiii. 3a pesyjJbraTaMu aHalidy Oyjao oOpaHo mponykT Gluster. BpaxoBylouu Te, 1110 3aMOBHUK HE MaB
MOBHOLIIHHOI cucTteMu pe3epBHoro KomitoBaHHs (CPK), ii Oyno peanizoBaHo Ha 0a3i OpenSource mponyKry Bareos, 1110
JTO3BOJIAJIO HE TUIbKM CTBOPIOBATU PE3EPBHI KOIIil, ajie i1 30epiraT iX Ha KjiacTepHUX pecypcax. Lle Hanano MoXIuBicTh
CTBOPEHHS po3noaiieHoi Ta MacimTaboBaHoi C3]/I, ska MOBHICTIO BiATOBimae BMMoraM 3aMOBHUKA. LleHTpambHMit
cepBep Pe3epBHOTO KOITiIOBaHHS OyJI0 pO3TOPHYTO Y BUIJISIAI BipTyaabHOI MAllIMHK, HA OAHOMY 3 XOCTiB BipTyasizariii. 3a
JIOTIOMOTOI0 I0/IaTKOBO BCTAHOBJIEHOTO TUIariHa 10 cepBepa Oys10 MiIKII0UeHO €AMHE AMCKOBE CXOBUILE — KJIACTep, SKUt
OyJ10 HaJIalITOBAaHO paHillie. K cKIagoBi 0JJOKU Kj1acTepy Oy/J0 BUKOPUCTAHO 3BUMYaliHi MepcoHalbHi KoM oTepu. Ha
cepBepax Ta poOOYMX CTaHIisIX OyJI0 pO3rOpHYTO KIieHTChKY yacTuHy C3/1, a pe3epBHi KOITii 30epirajaucst Ha CepBEepHUX
Hojax kiacrepy. [Ipu Buxoai 3 1aay ofHi€l HOMM 3aMiHIOETbCS 00 OJJHA HOJA, a00 ii KOMIIOHEHTH. fIKIll0 HEe BUCTAaYae
Miclist 7151 30epeXXeHHST MaHUX, TOJIi TOJAI0Th HACTYITHY HOJY.

TaxuM 4yuHOM, 3 ABOX BIAKPUTHUX HE3aJIEXKHUX TPOAYKTIB OYyJIO CTBOPEHO IMOBHOILIIHHE KOMILIEKCHE pillleHHS 3
pe3epBHOTO KOMilOBaHHS JaHUX, 0€3 CyTTEBUX BUTpPAT.

BucHoBoOK. Y cTaTTi po3rissHyTo OCHOBHI BUMoru a0 C3/1, 1110 BU3HAYaAIOThCsSI MMPOrpaMHO, a TaKOXK iX 0COOJMBOCTI.
[TpoBeneHo aHai3 HAKOLIBII MOIIMPEHUX HEKOMePLIiHUX SDS, moKa3aHo iX nepeBaru Ta Heaoliku. OnucaHo NpuKJIaa
po3pobku i peamizauii SDS Ha 6a3i OpenSource MPOAYKTIB i HEBUKOPUCTAHOT OOYMCITIOBAILHOI TEXHIKM, BUBEACHOI 3
eKCITTyaTallii, 110 T03BOJISIE CYTTEBO 3HU3UTH BapTicTh C3/I.

Karouosi caosa: cucmemu 36epiecanns danux, wjo eusHauaromocs npoepamuo, OpenSource, SDS, cucmemu pesepsHoeo
KonieauHs, eipmyanizauis, obcse, macuimabosaricms, apximekmypa.
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[TPOIT'PAMMHO-OTIPEAEJIAEMBIE CUCTEMbI XPAHEHUA JAHHbBIX
KAK MHCTPYMEHT COKPAILLLIEHUA CTOMMOCTHU UT-MHO®PACTPYKTYPHI

Bsenenue. B xpyTHbIX OpraHM3a1nsIX CTOMMOCTB crcTeM XpaHeHust TaHHbIX (CX/1) coctapmsieT o 25 rpoiieHToB crouMocTtt UT-
MHGPACTPYKTYPHI, TO3TOMY 3a/1aua IMOMCKa TEXHOJIOTUUECKUX PEIIEHU, TIO3BOJISTFOIINX COKPAILIATh PACXOJIbl HA MX CO3IaHNe, —
akTyasbHa. OHO U3 pellieHuit — nmporpammHo-onpenesiembie CX/1 (software-defined storage — SDS),, mo3BoJIsiolIME CO3MaBATh
XpaHWIMILA JAHHBIX Ha HecHelLMaIu3MpOBaHHOM OOOPYIOBaHMM MacCOBOTO Kjacca, IMOJ YMNpaBJI€HWEM OMepallMOHHBIX
CHCTEM OOIIIeTO Ha3HAYEHUST.

TpeGoBanus Kk SDS u ux ocodenHoctu. SDS ompenensioT Kak BUPTYAIU3UPOBAHHYIO CPEIy XpaHEHWs NaHHBIX C
WHTepGhECOM YIIpaBIeHUST CEpBUCAMU, KOTOPas TOKHA BKIIIOUATh B CeOsI: aBTOMATU3aLIMIO YITPaBJICHUS; CTAaHAAPTHBIC
nHTepdelicel — API; BUpTyanu3aluio IyTel JOCTyIMa K JaHHBIM; MacIITaOMpyeMOCTh, MOHUTOPUHT ITOTPEOIIEMBIX
pecypcoB. SDS MOXHO pa3ieuTh Ha TPU KaTeropUM: KJIACCUYECKHUE; Ha OCHOBE TPAIMIIMOHHBIX CUCTEM XpaHEHUs; B
COCTaBe BbIUMCIUTETbHbBIX KOMILIEKCOB.

IIpumep peamuzamuu SDS. Peiras 3agaun yBeJqUYeHUs] PECypCcoB JUIsI XpaHEHUsT UH(pOpMalMyu HEOOXOIMMO CO3[aTh
nonoHuTeNbHylo CXJI mpy MUHUMAIBHBIX (DMHAHCOBBIX 3aTpaTax. BbIIo MpemioXkeHO ITOCTPOUTh MPOTPAMMHO-
onpenensgemyo CX/I, UCTIONb3ysI HEKOMMEPUECKHUE TTPOTpaMMHBbIE TTPOIYKThI I KOMITBIOTEPHYIO TEXHUKY, BEIBEICHHYIO U3
3KCIUTyaTaluu. B pesynbsraTe aHanmn3a ObUT BEIOpaH MPOnyKT Gluster. YAUTBIBas, 4TO y 3aKa34MKa He OBLIO TTOJTHOIIEHHOM
cuctembl pesepBHoro konupoBaHus (CPK), ee peanuzoBanu Ha 6a3e OpenSource niponykTta Bareos, 4TO TO3BOJIWIO HE
TOJIbKO CO3[1aBaTh Pe3epBHbIC KOMUM, HO M XPAaHUTh MX Ha KJIACTEPHBIX pecypcax. DTO Jajo BO3ZMOXHOCTb CO3MaHUS
pacnipeneseHHoM u MaciuTadupyemoii CXJI, MoJHOCTbIO OTBevarolleil TpeboBaHUsAM 3aka3uuka. LleHTpanbHbIN cepBep
pPE3epBHOTO KOIMMPOBAaHUS OBUI pa3BepHYT B BUAE BUPTYaJbHOW MAIIMHBI, Ha OJHOM W3 XOCTOB BUPTYaJIM3allVu.
[Mpyr TOMOIIM ITOMOJHUTEIBHO YCTAHOBJICHHOTO TUIaTMHA, K CepBepy IMOAKIIOYEHO €AMHOE TUCKOBOEC XPaHWIMILE —
CKOH(UTYPUPOBAHHBIN paHee KiacTep. B KauecTBe COCTaBHBIX OJIOKOB KjlacTepa HMCITOJIb3YIOTCS OOBIUHBIC TEPCO-
HaJbHbIe KOMITbIOTEPBI. Ha cepBepax u paboumx ctaHUMSIX — pa3BepHyTa KiaueHTckas yacTb CPK, a pe3epBHbIe Konuu
COXPaHSIIOTCSI Ha CEepBEpHBIX Homax kjacTtepa. [Ipu BbIxone M3 CTposi OJHON HOJAbI — 3aMEHSIETCSl BCS HOAa, OO ee
KOMITOHEeHTBI. Ecim HemocTaToOuHO MecTa JUTS XpaHeHUs JaHHBIX, TO J00aBIIIeTCS ClieAylomas Hoga. TaKuM oOpa3oMm,
W3 BYX OTKPBITHIX HE3aBUCHMBIX TPOMYKTOB OBLJIO CO3MIaHO TOJHOIEHHOE KOMITIEKCHOE pEIIeHUe 1O Pe3epBHOMY
KOITMPOBAHUIO TAHHBIX, 0€3 KaKMNX-JIM0O0 CYIIeCTBEHHBIX KalTUTAIOBIOXECHUIA.

3akmouenne. B craThe paccMOTpeHBI OCHOBHBIE TpeOOBaHUs K MporpaMMmHo-orpeneiasemMbiM CX]I, a Takxke UX
ocobeHHoctu. [IpoBeneH aHanu3 HauboJiee pacpoCTPaHEHHbIX HeKoMMepueckux SDS, rmoka3aHbl UX MPEeUMYIIECTBa
1 HejocTaTku. OmnucaH mpuMep pa3paboTku M peanusauuu SDS Ha 6aze OpenSource MPOAYKTOB U HEUCIIONb3yeMOM
BBIYMCIUTEIEHON TEXHUKH, YTO TTO3BOJISIET 3HAYUTETLHO CHU3UTH CTOUMOCTh CX/I.

Karouesvie caosa: npoepammmo-onpedensemoie cucmemvl xpauenus dannvix, OpenSource, SDS, cucmemsr pesepgroco
KONUPOBAHUS, GUPMYAAU3AUUsL, 00BeM, MACUMAOUpPyeMocms, apXumeKmypd.
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