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The solution to the problem of ensuring a satisfactory level of quality of service for subscribers of the campus network (CS), in-
creasing the values of the Quality of Service and Quality of Experience parameters are necessary for the operational solution of
production issues. On the other hand, improving the subscriber’s impression of the level of services provided has an additional
economic effect. The combination of hardware and software traffic control mechanisms in conditions with the limited bandwidth of
the external channel depends on the intellectualization of traffic control policies, the methods of application of which are discussed
in this article.
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Introduction

Solving the problems of ensuring a satisfactory le-
vel of quality for campus network (CN) subscribers
is necessary for the prompt resolution of produc-
tion issues. On the other hand, improving impres-
sions has an additional economic effect [1]. The
basic concepts in solving this problem are Quality
of Service (QoS) and Quality of Experience (QoE).
The combination of these terms is often used as a
synonym for traffic management.

The combination of hardware and software traf-
fic control mechanisms in conditions with limited
bandwidth of the external channel depends on the
intellectualization of traffic control policies, the
methods of application of which are discussed in
this article.

The aim of the study is the synthesis of an algo-
rithm for the formation of traffic control policies
on a campus network.

The next limit conditions accepted:

= Jower bound of QoS parameters for allowed
services

= upper bound according to the nomenclature
of hardware controls and external channel

= upper bound of financial limits
each of which is characteristic of a modern research
structure.

Management is carried out on the basis of the
principles of imposing dynamic disciplines — filters
of information and service flows, which optimize
the state of collision domains and the CS as a whole.

Solution methods. Methods of forming manage-
ment policies based on a combination of network
stability criteria are considered [2]. Also, methods
are used to identify and eliminate intra-domain colli-
sions and prioritize classified traffic [3], based on the
principle of statistical multiplexing of information
flows, in which the bandwidth of the output channel
is provided to the input channels as necessary.

Diagnostics of the NC connects QoS and QoE
with parameters that affect them [3].

y=0 (Sn {xl‘x2"'xk });
where - set of characteristics of the components of
the COP

= network cable structure (NCS)

= passive equipment (repeaters, hubs)

= active equipment (network cards, switches,
routers)
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= servers line resources and network operation
centre (NOC)

= work station resources

The structural diagram of the CN can be repre-
sented following the component approach, where
each of the components is a combination of com-
ponents of the previous level. Thus, each of the
lower-level components is a potential malfunction.
A hierarchical view allows you to get the most com-
prehensive CN model for troubleshooting and in-
crease the efficiency of diagnosis.

Building a troubleshooting model is indispens-
able in systems with a large number of objects, such
as the Internet of things [4].

The logic of the formation of
management policies

The iterative process of forming a system model is
based on the subscriber’s impression of the level of
services provided [2]. In turn, the impression and
the actual level depends on maintaining a balance
between the quality of service and the economic
benefit received from the provision of these ser-
vices. This principle involves intelligent methods
of traffic management in the operator’s network
and is based on the work of special tools that ensure
optimal use of resources for a certain type of traf-
fic. To access the internet on campus networks a
dedicated communication channel, organized on a
switching node is used. When organizing public ac-
cess, the task is to distribute as much as possible the
specific resource, the dedicated communication
channel or service, among network participants,
taking into account the needs of each client by cre-
ating a flexible traffic distribution system.

A channel with a small band width providing
general access to the Internet can be completely
occupied by the traffic of individual network nodes,
as a result of which access to global resources for
the rest of its participants will become impossible.
Applications such as real-time audio and video,
IP-telephony, video conferencing systems need
an ever wider band width. It follows that, without
a monitoring system for the use of the communi-
cation channel, the intensity of these flows in real
time depends only on the available channel band-

width. A narrow bandwidth or instability of its
width leads to a sharp deterioration in the quality
of the services provided. This gives rise to a non-
trivial task of finding the optimal approach to orga-
nizing traffic management if access to information
resources is carried out in a network with a small or
variable bandwidth of a common communication
channel.

When creating traffic management disciplines,
it is polite to users to avoid using a traffic manage-
ment policy based on methods of blocking content
otherwise interfering with network applications.
Blocking widespread peer-to-peer traffic can save
operator money and even improve the quality of
service for some users, but it will not be considered
a “reasonable” or “fair” policy.

To traffic management, a “reasonable” network
policy should have the following qualities.

Justice. A fair network policy provides subscri-
bers and applications with reasonably proportional
access tore sources, network bandwidth. Moreover,
the type of application used by the subscriber or the
information resource that is being accessed does
not have a definite value.

Adaptability. Adaptive network policy adapts to
cases of congestion, affecting primarily the types of
traffic that least affect the subscriber’s impression
of the quality of the service.

Transparency. A transparent network uses a traf-
fic control policy that is easily explained to the
subscriber and can be controlled by him. Existing
solutions for implementing a traffic management
system can be divided into hardware and software.

= By hardware solutions is meant the use of
specialized equipment that performs routing and
traffic control. Such hardware routers are superior
in technical parameters to software analogues, but
due to the high cost, they remain practically inac-
cessible to small companies that provide Internet
services.

=  Software solutions are based on the use of
a set of applications such as database management
systems, traffic control tools, etc., installed on the
operating system (OS) of a PC or server computer.

Because of this, it seems advisable to focus on
the programmatic approach of traffic management
in the network of the telecom operator. Thus, a
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Fig. 1.

conclusion is drawn on the need to develop a traffic
management system (TMS), made for the campus
network of a real telecommunications operator un-
der the control of a basic computer telecommuni-
cation node NOC.

The system has the following requirements:

= ensuring a “reasonable” network policy;

= availability of information flow management
mechanisms based on the protocol used. The main
requirement is the ability to control P2P (peer-to-
peer) traffic and traffic going to regional network
nodes;

= correspondence of a system of a differen-
tiated QoS implementation model;

= the growth in the number of subscribers in the
network should not lead to a complete reorganiza-
tion of the architecture of the designed system.

All considered solutions are based on using Unix
as a server OS. As the OS for the switching node
or server, the FreeBSD and Linux systems is se-
lected. This system meets all the requirements and
is an open source software product. The choice
of distribution is also due to good technical sup-
port, expressed in the regular release of updates,
and documentation that helps minimize the costs
associated with the implementation of the system.
A detailed description of the basic concepts, ele-
ments, algorithms and traffic management mecha-
nisms in UNIX OS is contained in the correspon-
ding manual [8].

It is possible to build various versions of the SUT
architecture. These options have initial proper-
ties that imply proportional access of subscribers
to network resources and provide for the possibi-
lity of generating information flows and managing

them based on the data transfer protocols used.
The systems under consideration provide classes
for P2P traffic and traffic going to regional network
resources, forming a “regional ring”.

The traffic management system in FreeBSD
can be represented as a tree [5]. Depending on the
specific discipline used in traffic management, the
appearance of the tree may vary. When developing
and analyzing the package management system,
the class hierarchy of traffic distribution — Hierar-
chical Token Bucket is used as the main one. This
discipline provides high flexibility in management
and allows you to define filters that classify traffic
and direct it to certain subclasses.

The tree structure of the TMS options is presented
in Fig. 1.

The figure shows that several traffic classes are
allocated to this system. Stochastic Fairness Que-
uing is used as a leaf discipline.

A second option may also be considered that
separates traffic not only by the type of protocol
used but also by destination. Each subscriber is
represented in the network in a separate class. In
this TMS model, the tariff parameters (guaranteed,
maximum transfer rate, priority, etc.) are deter-
mined by a separate concrete class corresponding
to each client.

In the third version, the Extended Stochastic
Fair Queuing algorithm is used as a leaf queue pro-
cessing algorithm. This discipline provides more
options for setting up a queue, as opposed to SFQ.
Having the ability to control the used hash algo-
rithm, the user can achieve a more even distribu-
tion of bandwidth.

When developing the TMS for the campus net-
work, an assessment of the fairness of the distribu-
tion of resources in the network was used as the
main indicator of the effectiveness of the system.

For analysis, a test bench was designed and a
situation was simulated when the system is installed
on a switching node (Fig.2).

The eth0 interface of the router is directed to the
local network and eth1 to the Internet.

The provider’s network contains peer-to-peer
traffic and traffic destined for the “regional ring”
defined by the list of IP addresses. A quantitative
assessment of the fairness of the distribution of
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network resources can be calculated as the stan-
dard deviation of the information transfer rate for
each class and each client at a certain point in time.
In the study, the information transfer rate for each
specific client in the network at an arbitrary point
in time is a random variable generated by the traffic
generator. In this case, the statistical characteristic
of the distribution of a random variable will show
the average degree of variation in the values of the
information transfer rate for each client relative to
the average value.

1 -2 - 13 1
=, —D (x-x);x==—) x,=—(x,+...+Xx,),
1/n;(, ) n; 0 )

where x, — is the value of the information transfer
rate for the i-th client at time ¢;
n - is the sample size.

This estimate can be calculated for each “instant
set” of transmission rates in client classes. The
value of the parameter # varies in time, depending
on whether the information was transmitted for the
client at a particular moment. The fairest distribu-
tion of traffic is characterized by a value of zero or
close to zero.

Thus, taking into account the growth in the con-
sumption of telecommunication services and net-
work services, the task is to develop and implement
intelligent methods for organizing network traffic
management based on a dynamic analysis of a set
of key sections of the CS infrastructure.

This analysis will allow you to adapt the CN to
changing traffic flows and traffic unevenness.

The construction of the SCS is determined by the
structure, the interaction of which with the exter-
nal environment allows us to identify the functions
of the system as a manifestation of its properties in
time. Therefore, the structure of the system and its
functions are connected through a spatio-temporal
relationship between its elements.

A separate study is DPI-based QoS and QoE
control [6].

When constructing such systems for combining
them into a single TSM, it is necessary to solve the
problem of technological and information integra-
tion, which must be carried out at the transport,
infrastructure, system and application levels. As
part of this process, it is necessary to ensure the in-

- -G

Fig.2

tegration of interfaces, data and applications. Only
when solving the whole range of integration tasks
can it be possible to build a modern integrated cor-
porate-level TSM that can effectively solve busi-
ness problems by with the chosen business model
and organization development strategy. The search
for the optimal, from the point of view of the given
criteria solution, determining the configuration of
the integrated TSM control system, must be car-
ried out on a finite set of alternatives formed by sets
of valid input data describing the corresponding
system [7].

For example, at the application level, there is a
set of questions that arise when using a switched
environment [7]:

= Joad level of each port?

= the level of the network model where the
source of errors is located

= gpecification of the source of the broadcast
storm (propagation of incorrectly formed broad-
cast messages)?

= the adequacy of the MAC address table?

= list of stations connected to this port?

= the level of speed limits of any protocol or
port on the switch?

=  VLAN port definition?

The switch device defines a separate collision do-
main for each port[4]. If a hub is connected to the
switch port, the collision domain can grow to the
size that is maximum acceptable for this implemen-
tation of the Ethernet-standard. However, due to
the lower cost of switches, most new networks have
only one station per port. The switch itself becomes
part of a single broadcast domain that includes
other switches. If the network uses Layer 3 switch
features, then multiple broadcast domains are cre-
ated equal to the number of VLANSs. In the extreme
case, if the switch parameters allow, each port can
be configured as a separate broadcast domain.

A similar scheme can be proposed for software
implementations of SUT [8].

The formal presentation of the corporate inte-
grated information system as a set of mathemati-
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cal models defines the main problem. When con-
structing an integrated SUT — in the general case,
it is impossible to find a global extremum and/or
an optimal solution, in general, for the system, due
to its "bias" for each of the subsystems. Therefore,
about integrated SUT, we can talk about quasi-
optimal options. The final choice of option when
forming an integral criterion for evaluating the ef-
fectiveness of a corporate integrated information
system for implementation is made according to an
additional criterion.

In the general case, the search for the optimal
alternative can be carried out according to the fol-
lowing algorithm.

1. Preliminary data preparation. Separation of
the data sample into the training and control parts.

2. To obtain a pool of objects of the same type,
cluster alternatives.

3. Using mathematical calculations and training
models, get performance criteria as a function of
particular performance indicators. We use the data
of the training sample.

4. To determine the approximation error on the
data of the control sample, which are interpreted
as values that are inverse to the importance of the
models.

5. We calculate the values of the integral efficien-
cy criterion for each alternative and determine the
optimal alternative.

Results

Schemes have been developed that visualize basic
control policies based on various types of traffic
classification and methods for diagnosing colli-
sions at the 2nd, 3rd routing levels in standard net-
work models.
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METOIU JIATHOCTUKHU TA KEPYBAHHA TPA®IKOM
Y KAMITYCHUX MEPEXKAX

Beryn. 3abe3neyeHHs 3aJ0BiIIbHOTO PiBHS SIKOCTi 00CIyrOBYBaHHS U151 a0OHEHTiB KaMITycHoi Mepexi (KM), minBuiieHHs
3HaYeHHs mapametpiB Quality of Service i Quality of Experience € HEOOXiTHUMMI IJiI OTNEPATHUBHOTO BUPILIEHHS
BUPOOHWYMX MTUTAaHb. Jl0MaTKOBUIT eEKOHOMITHUH eeKT Ma€ MOIMIIEHHS JyMK aOOHEHTa PO PiBeHb HATaAHUX TTOCITYT.
Kom6iHyBaHHS amapaTHUX i TPOrpaMHUX MeXaHi3MiB ympaBlliHHS TpadikoM B yMOBax 3 OOMEXEHOI ITPOITYyCKHOIO
3/IaTHICTIO 30BHIILIHBOIO KaHAaJy 3aJIeXKWUTh Bijl iHTeJeKTyasli3alii MoJiTUK ynpaBliHHs TpadikoM, 3aco0U 3aCTOCYBaHHS
SIKUX PO3TJISIAI0ThCS B LIili CTaTTi.

Meta. MeTo10 TOCHTIIXEHHS € CUHTE3 aJIfTOPUTMY (DOPMYBaHHS MOJITUK YIPaBIiHHS TpadikoM KaMIyCHOI Mepexi.
bepytbcs 10 yBaru ymoBM 0OMEXXEHHS KOIUTIB anapaTHOro YNpaBJliHHS Ta 30BHIIIHBOTO KaHay, a TAKOX (hiHAHCOBUX
JIIMITIB, 1110 XapaKTEPHO MJIS Cy4acHOI TOCTiAHUIIBKOI CTPYKTYpPH.

YnpaBniHHS 3[iiICHIOETHCSI HA OCHOBI IIPUHIIUITIB HAKJIAACHHS TUHAMIYHUX (PiIBTPiB iHOOPMALIITHUX 1 CITy>KO0BUX
MOTOKIB, $IKi ONITUMI3YIOTh CTaH KoJi3iitHux noMmeHiB i KC 3araaom.

Metoau. PosrnsgHyTo MeTon (popMyBaHHS TTOJIITUK YIIpaBIiHHSI Ha OCHOBI KOMOIHYBaHHSI KPUTEpiiB CTAOiIbHOCTI
pobOTH Mepexi, BUSBICHHS Ta YCYHEHHSI BHYTPIllIHbO-TOMEHHUX KOJIi3ill i mpiopuTr3auii KiacudikoBaHoro tpadiky,
3aCHOBAaHUX HA NPUHLIMII CTATUCTUYHOTO MYJIBTUILIEKCYBaHHS iH(hOpMaLliliHUX TTOTOKIB.

Pesyasratu. Po3pobneHo cxemu, 110 Bi3yastizyloTh 6a30Bi MOMITUKY YIIPaBIiHHS HA OCHOBI Pi3HUX TUTTiB KJIacuikartii
TpadiKy Ta crmocobiB IiarHOCTMKM KOJIi3iit Ha 2-My Tai 3-My piBHSIX MaplIpyTH3allii B CTAHIAPTHUX MEPEXKEBUX MOICIISIX.

BucnoBku. Ha ocHOBI po3B’si3aHHSs 3aga4i MpiopUuTU3alii BAOKPEMIIJICHUX KJIACiB JaHUX MOXYTh OYTH OpraHi3oBaHi
METOIM YNpaBliHHA TpadikoM, IIO MOKa3zaHO Ha mpukiamax. PopmyBaHHs oOLiHKUM QoE BimOyBaeTbcs Ha OCHOBI
SIKOCTi pOOOTU caMoi MepexKeBOi MOCIyry Ta MYyHKIii KOPUCHOCTI, 1110 BimoOpaxae 3aJ0BOJIEHICTb HAlaHUM CEPBiCOM
B 3aJIEXKHOCTI Bill MPOMYCKHOI 3[aTHOCTI KaHaly 3B’s3Ky. Bupiuryrouu 3aBoaHHS ONTMMi3alii, BaXJMBO, MOpsA i3
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TEOPETUYHUMMU, BAXKKO peali3yeMUMMU B peajibHill Mepexi, aJiIropuTMaMu YIIpaBIiHHS, SIKi BAXKO peaizyBaTh B peaibHiii
MepexXi, BpaXxoByBaTH MPaKTUYHi 3aco0U ONTHMi3allii, nepeadayeHi po3poOHUKaMU OTepalliifHUX CUCTEM, a TAKOX TUIU
Tpadiky, 1110 TEHEPYIOThCS PI3HUMU MEPEKEBUMU JOJATKaAMU Ha By3Jlax arperattii.

Karouoei caosa: ananiz mepescesoco mpagiky, mepexnceea bOeznexka, NOAIMUKU YnpasaiHHs mpagixom, kaacugikayis
Mepedcesoeo mpadiky, AKicms nocaye, wjo HOCMAasAAMbCs (HA0AHUX NOCAY2), AKICMb CHPULIHAMMS, NPUHUUN MAKCUMAALHOT
O0YIKYBAHOI KOPUCHOCMII.

Aumonrox 4. M., H.c., MexXayHapOaHbI HAyYHO-Y4eOHBIN LIEHTP
nHdopmMaimoHHbIX TexHosnoruit u cucteM HAH 1 MOH Ykpaunsl,
npocrtr. Akagemika Drymkosa, 40, Kues 03187, YkpaunHa,
ant@noc.irtc.org.ua

METObI IMATHOCTHUKHU U YITPABJIEHUA TPAGPUKOM
B KAMITYCHBIX CETAX

Berynienue. Peitenune 3amaun o0ecriedeHus yIOBAETBOPUTEILHOIO YPOBHS KauyecTBa OOCIYXKMBAHUS 1Jisi aOOHEHTOB
KaMIyCHOI ceTH, TOBbIlIEHWEe 3HaueHui mMmapameTpoB Quality of Serviceu Quality of Experience HeoOXOmMMBI ISt
OIEPaTUBHOIO PEIIeHUST IIPOM3BOIACTBEHHBIX BOMpPocoB. C IPYroil CTOPOHBI, YIydllleHUe BIedyaTiaeHUsT aboHeHTa 00
YPOBHE MPEAOCTaBISIEMBIX YCIYT UMEET JOIMOJTHUTEIbHBIN 9KOHOMUYECKMT 3¢hdekT. KoMOMHMpoBaHUe amnmapaTHbIX U
MPOrpaMMHBIX MEXaHU3MOB YIIPaBJIeHHS TPa(UKOM B YCIIOBUSIX OTPAaHMUECHHON MPOMYCKHOI CITIOCOOHOCTH BHEIITHETO
KaHajla 3aBUCUT OT WHTE/UIEKTYAIM3alMy IMOJUTUKKM YIIPaBIeHUS TpadHUKOM, CIOCOOBI IPUMEHEHHUS KOTOPBIX
paccMaTpuBaeTCs B JTAHHOM CTaThe.

ean. Llenbio ucciaenoBaHus SIBASIETCS CUHTE3 ajiroputMma (GOpMHUPOBAHUS ITOJUTUK YIIpaBieHUs] TpahUKOM B
KaMITycHO# ceT. [IpMHUMAIOTCS YCIOBUSI OTpaHMYEHUs: CPEACTB armapaTHOTO YIpaBJIeHWs M BHEIIHEro KaHala,
a Takke (PUHAHCOBBIX JMMHTOB, XapaKTEPHBIX UISI COBPEMEHHOI MCCIIEAOBATEIbCKON CTPYKTYphl. YIpaBlIeHUe
OCYIIECTBJISIETCSI Ha OCHOBE TPUHIUIIOB HAJIOXECHUS MUHAMUYECKUX (UIBTPOB MH(MOPMALUOHHBIX U CIYXKEOHBIX
IIOTOKOB, ONITUMHU3UPYIOLINX COCTOSIHUE KOJUTM3MOHHBIX JOMEHOB M KAMITYCHOI CETH B LIEJIOM.

Meroapt pemenusi. PaccmorpeH Merton (GOpMUPOBAHHUSI IIOJUTUK YIIPABIEHHS HA OCHOBE KOMOMHHPOBAHMS
KPUTEPUEB CTaOMIBHOCTU PAabOThI CETH, BBISIBJICHHUSI M YCTPaHEHUs] BHYTPEIOMEHHBIX KOJIM3UI M MPUOPUTU3ALIAU
KiIaccu(UIMPOBAaHHOTO TpadKKa, OCHOBAaHHBIE Ha TMPUHIIUIIE CTATUCTUYECKOTO MYJBTUILIEKCUPOBaHUS WHOOP-
MaIMOHHBIX TTOTOKOB.

Pesyasrarbl. Pa3zpaboTaHbl CXeMBbI, BU3yaJI3UpYIOLIe 0a30BbIe TTOJMTUKY YIIPABJICHUST HA OCHOBE Pa3jIMYHBIX TUIIOB
Kinaccudukanuu TpaduKa U Crocob0B IMATHOCTUKY KOJUIM3UA Ha 2-M, 3-M YPOBHSIX MapIIPYTU3allMU B CTAaHAAPTHBIX
CETEBBIX MOIEISX.

BeiBoabi. Ha ocHOBe pelileHust 3a1auu MPUOPUTU3ALIMY BbIAEACHHBIX KJIACCOB JaHHBIX MOIYT ObITh OpraHM30BaHbI
METOIbI YIIPaBIeHUs Tpa®rKOM, YTO ITOKa3aHO Ha IpHUMepax.

dopmupoBanue ouieHKU Qo E TPOMCXOIUT Ha OCHOBE KaueCTBa pabOTHI CaMOI CETEBOM YCIYTH U (PYHKLIMU TTOJIE3HOCTH,
0TOOpaXkaroIell yIoBIeTBOPEHHOCTD IMPEOCTABIISIEMbIM CEPBACOM B 3aBUCUMOCTH OT TTPOITYCKHOM CITIOCOOHOCTH KaHasia
CBSI3U.

Ilpu pelieHun 3agad ONTHMU3ALUK BaXXHO HAapsily C TEOPETUYECKUMM,TPYIHO pealu3yeMbIMU B DealbHOM
CEeTH,aITOPUTMAMMU YIIpaBJIeHMsI, YYUTHIBATh IPAKTHUECKKE CPEACTBA ONTUMU3ALINH, IPEAYCMOTPEHHbIE pa3paboTYNKa-
MM OIEPALIMOHHBIX CUCTEM TaKXKe THIIbI TpaduKa, TeHEpUPYEMOTo Pa3IMIHbIMM CETEBBIMM MPUJIOKCHUSIMM Ha y3J1ax
arperaiyu.

Karoueevle caosa: anaruz cemesoeo mpaqbutca, cemeeas 6e30naCHocmb, noOAUMUKU ynpaeieHus mpad)mcom, K/laCCLt¢uKal4Llﬂ
cemeesoco mpaqbwca, Kavecmeo npe@ocmaeﬂﬂeMbtx ycaye, Kadvecmeo eocnpuimus, npuHyun MAKCUMANBHOU 0XCUOAeMOll
noaesHocmu .

72 ISSN 2706-8145, CncremMu KepyBaHHA Ta KOMI'loTepH, 2019, N° 6



