DOI https://doi.org/10.15407/usim.2019.06.028
UDC 681.513

Intelligent Information
Technologies and
Systems

YE.A. SAVCHENKO, PhD (Eng.), Senior Research Associate, International Research and
Training Centre of Information Technologies and Systems of the NAS and MES of Ukraine,

Glushkov ave., 40, Kyiv, 03187, UKraine,
savchenko_e@meta.ua

N.A. RYBACHOK, PhD (Eng.), Senior Lecturer, Technical University of Ukraine
“Igor Sikorsky Kyiv Politechnic Institute”, 03056, Peremohy Ave 37, Kyiv, UKkraine,

rybachok@pzks.fpm.Kkpi.ua

METALEARNING AS ONE OF THE TASK OF THE

MACHINE LEARNING PROBLEMS

The concepts of metalearning as one of the tasks of machine learning are considered. The basic principles of metalearning g and
examples of solving problems of machine and metalearning in various fields of human activity are given. It is planned for a decision
support system construction based on an inductive approach for complex processes modeling and forecasting.
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Introduction

Machine learning is a branch of artificial intelli-
gence. Its main idea is that the computer does not
just implement a pre-written algorithm, but learns
how to solve this problem.

The field of machine learning today is one of
the most relevant areas at the intersection of in-
formation technology, mathematical analysis, and
statistics. Machine learning methods are increas-
ingly used to solve a variety of problems, rang-
ing from traffic congestion analysis to self-driving
cars. More and more tasks are being shifted to self-
learning machines. Very often machine learning
methods are being incorporated into electronics,
which a person uses every day without even knowing
that he uses machine learning methods every day.

Today in the field of machine learning, a huge
number of methods have been developed that dif-
fer in their features and areas of application. Many
simple approaches have been created that can be
widely applied in various fields of human activity.

However, the construction of machine learning
systems requires a huge amount of time of highly
professional specialists both in the field of artificial
intelligence and in the subject area to which this
technology is applied. A promising area for the fur-
ther development of the field of machine learning
is automated machine learning. This will signifi-
cantly reduce the share of human participation in
the creation of artificial intelligence systems.

Metalearning is one of the tools of machine
learning when the accumulated experience in sol-
ving learning problems in a certain area of human
activity is implemented in a specific algorithm with
the goal of transferring human experience to a ma-
chine.

Machine Learning Problem

Machine Learning (ML) is an extensive sub-
section of artificial intelligence that studies the
methods of constructing algorithms that can be
learned [3], i.e. exploring methods that allow com-
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puters to improve their performance based on ex-
perience. A characteristic feature of ML methods
is not a direct solution to a problem, but learning
in the process of applying solutions to many similar
problems [1]. To build such methods, mathematical
statistics, numerical methods, optimization meth-
ods, probability theory, graph theory, various tech-
niques for data handling in digital form are used.

TThe name ML was proposed by Arthur Samuel in
1959, which the question of Alan Turing: “Can ma-
chines think?” replaced with the question “Can ma-
chines do what we can (as thinking entities)?” [7].

There are two types of learning. Inductive lear-
ning is based on the identification of general pat-
terns from particular empirical data (case-based
learning or learning from examples). Deductive
learning involves formalizing expert knowledge
and transferring it to a computer in the form of a
knowledge base. Deductive learning is usually re-
ferred to as the field of expert systems, so the terms
machine learning and case-based learning can be
considered synonymous.

Machine learning is at the intersection of mathe-
matical statistics, optimization methods, and clas-
sical mathematical disciplines; it also has its speci-
fics related to problems of computational efficiency
and retraining. Many inductive learning methods
have been developed as an alternative to classical
statistical approaches. Many methods are closely
related to Data Mining.

The most theoretical sections of machine learning
are combined in a separate direction, which is called
the Computational Learning Theory (COLT).

Machine learning is not only mathematical but
also a practical, engineering discipline. Pure theo-
ry, as a rule, does not immediately lead to methods
and algorithms that are applicable in practice. To
make them work well, additional heuristics have to
be invented to compensate for the inconsistency
made in the theory of assumptions with the condi-
tions of real problems. Almost no research in ma-
chine learning is complete without an experiment
on model or real data, which confirms the practical
working capacity of the method.

Machine learning includes, but is not limited to,
neural networks and deep learning. This is the abili-
ty of a computer to display or do something that it

is not programmed for, using experience received
in this field. Generalize the experience of solving
many previous tasks with the help of a approach —
metalearning. Let us consider in more detail the
metalearning and what tasks it solves.

The task of Metalearning

Metalearning is a field of machine learning [1], in
which automatic learning algorithms on metadata
about computer experiments performed are used.
The main purpose of its application is to under-
stand how automatic learning can help in solving
learning problems, therefore, to increase the effi-
ciency of existing learning algorithms or to learn
how to automatically call a learning algorithm.

You can learn to choose, change or combine
different learning methods to effectively solve the
learning problem using various metadata, such as
the properties of the learning task, the properties
of the algorithm (for example, performance indi-
cators). Metalearning facilities are tools that allow
you to implement the accumulated experience in
solving a problems in a specific area in a specific
algorithm that will continue to self-learn.

In [8], it is declared that the problem of choo-
sing a suitable prognostic model (or combination
of models) solved taking into account the field of
application. The end-users often lack not only the
experience needed to choose the right model, but
also the availability of many models for trial and
error. The solution to this problem is achieved by
creating metalearning systems that provide auto-
matic and systematic user guidance by matching a
specific task with a suitable model (or combination
of models).

Authors [9] described the creation of self-adap-
tive learning algorithms that dynamically improve
their properties by accumulating meta-knowledge.
Paper contains an overview of metalearning tasks.
Despite the different views and directions of re-
search, the question remains: how can we use me-
ta-knowledge about learning to improve the per-
formance of learning algorithms? It is clear that the
answer to this question is key to the development
of the industry and continues to be the subject of
intensive research.
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In [4] metalearning is defined as a field of re-
search that solves the problem of learning, the pur-
pose of which is to develop models that can learn
new skills or quickly adapt to new conditions with a
minimum of learning examples. This not only sig-
nificantly speeds up and improves the solution of
these problems, but also allows us to replace manu-
ally developed algorithms with new automated ap-
proaches based on data.

The goal is to learn models of various lear-
ning problems so that they can solve new learning
problems with only a small number of learning
examples, i.e. concentrate on finding independent
models.

Properties of metalearning algorithms:

= Jearn faster;

= generalize the result to many tasks;

= adapt to environmental changes.

Thus, it is possible to solve any problem using
one model, however, metalearning should not be
confused with one-time learning.

In [5], it is stated that the application of machine
learning to a specific problem call the questions
that are typically solved with the help of personal
experience, premonitions, critical situations, trial
and error; for example, choosing an adequate ma-
chine learning algorithm or corresponding parame-
ters for such an algorithm.

It is shown that the difference between meta-
learning and traditional machine learning is only
in the amount of data analyzed. Traditional lear-
ning, also known as basic learning, focuses on one
specific task, for example, when a specific disease is
detected, each instance will consist of features that
describe one patient in a way that facilitates the ma-
chine learning algorithm to determine if someone
has from patients, this disease or not. At the meta
level, learning takes place on several tasks, so ques-
tions go from forecasting whether a new patient
has this disease or not, to what is the best algorithm
for forecasting whether a patient has a disease or
not (choice of algorithm); or how to optimize the
performance of a parameterized disease detection
algorithm (hyperparametric tuning); at this meta
level, instance is a task. To select an algorithm,
information is used that characterizes each task:
statistical data (average for the features: average

value, standard deviation, asymmetry) to take into
account all previous experience of different tasks.

In [6], it was shown that metalearning problem,
also known as “learning for learning”, is designed
to develop models that can learn new skills or
quickly adapt to new conditions with the help of
several learning examples. There are three general
approaches:

1) to study the effective distance metric (based
on metrics);

2) use a (recurrent) network with external or in-
ternal memory (based on the model);

3) to explicitly optimize the model parameters
for quick learning (based on optimization).

A good machine learning model often requires
learning with lots of patterns. People, conversely,
learn new concepts and skills much faster and more
efficiently. Metalearning consists of the construc-
tion of metamodels that can adapt well or generalize
new tasks that have never been encountered during
learning. The adapted model can solve new prob-
lems, which is why it is called learning. Tasks can be
any clearly defined family of machine learning tasks:
controlled learning, case-based leaning, etc.

In [7], the concept of metalearning was assigned to
the field of data mining forecasting, combining fore-
casts of various models. It is often used if the models
included in the project are of different types.

For example, we have three different classifiers,
linear discriminant analysis and neural networks.
Each of them calculates the predicted classification
for the cross-checking sample, from which the ge-
neral criterion of agreement can be calculated (for
example, the proportion of classification errors).
Experience shows that a combination of forecasts
of several methods gives a more accurate forecast
than that obtained from any single method. Predic-
tions of various classifiers can be used as input to
the metalearning procedure, which will allow us to
combine forecasts to create the best classification.
For example, the predicted classifications of the
three classifiers, the linear model and neural net-
works can be used as input variables in the meta-
classifier of neural networks, which will try to find
the correct combination of predictions from dif-
ferent models from the data to achieve maximum
classification accuracy.
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You can repeatedly apply the metalearning pro-
cess, using the results of the previous step as input
at each step; however, in practice, such an expo-
nential increase in the amount of data processing
to obtain an accurate forecast gives less and less
benefit with each step.

Application Machine Learning for
the Real Task Solving

In [10] the reviewed machine learning methods for
classifying large volumes of satellite data. Particular
attention is paid to deep architectures, in particular
neural networks, which at the moment is the most
powerful and accurate method for recognizing
visual images. The main advantages of deep lear-
ning methods over traditional approaches to clas-
sification problems that have been used over the
past decades and are based on expert knowledge to
extract features from input data are determined.

SAS company named the planet's most comfor-
table cities, a list of which was compiled using ma-
chine learning algorithms [11]. To compile the ra-
ting, data were used on nearly 150,000 settlements
in 193 countries. The machine learning algorithm
has identified many criteria — from climatic indi-
cators, the number of events to the number of trees
on the streets and the prices of certain products.
The choice of which criteria to use was made auto-
matically — analysts only interpreted quantitative
indicators and characteristics. Based on meta-cri-
teria, the most comfortable city was determined.

In [12], a systematic review and meta-analysis
were carried out to diagnose any symptom of the
disease using medical imaging and histopathology
materials, and the accuracy of diagnosing Machine
learning algorithms is used for visual recognition. A
model of deep learning was created, created thanks
to advances in the architecture of parallel compu-
ting, which made an important breakthrough in the
competition of large-scale visual recognition.

The author [13] approves that generalization is
the most fundamental concept of machine lear-
ning. If the information on which the spam filter
SpamAssassin has learned is generalized to your
mail messages, you will be satisfied; if not, you will
start looking for the best spam filter. However, re-

learning is not the only possible reason for the poor
quality of work on new data. Perhaps SpamAssassin
programmers used training data that is not repre-
sentative of the email messages that come to you.
Fortunately, this problem has a solution: take other
training data with the same characteristics as your
mail. Machine learning is a wonderful technology
that allows you to adapt the program behavior to
specific circumstances, and many mail spam filters
allow learning on user data.

It is said in [14] that machine learning surrounds
you everywhere, although you may not be aware of
this. Thanks to machine learning, the search en-
gine understands which results (and ads) to show
in response to your request.

When you look at mail, most of the spam goes
past you because it was filtered using machine
learning. If you decide to buy something on Ama-
zon.com or look at Netflix to watch a movie, the
machine learning system will helpfully suggest op-
tions that you may like. With machine learning,
Facebook decides which news to show you, and
Twitter picks the right tweets. Whenever you use a
computer, it is very likely that machine learning is
involved somewhere.

Mobile phones, in general, are full of learning
algorithms that tirelessly correct typos, recognize
voice commands, correct data transfer errors, read
barcodes and do many other useful things. The
smartphone even learned to guess your next action
and give useful tips. For example, he will tell you
that the meeting will begin later, because the plane
on which your guest should fly is delayed.

Machine learning can be thought of as turned
inside programming, in the same way as the square
root of the opposite of the construction of the se-
cond degree, and integration back differentiation.

Inductive Approach for the Meta-
learning Task Solving

Below are examples of constructing other technol-
ogies based on the principles of metalearning using
an inductive approach.

In[16, 17], systematization of well-known meta-
learning systems was carried out on the basis of the
developed classification features that take into ac-
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Fig. Ablock diagram of a metalearning solution
based on an inductive approach

count the internal organization of the systems. The
author formulated the requirements for the imple-
mentation of an automatic metalearning system,
proposed a method for constructing a metalearning
system that meets all the stated requirements and
generates meta-knowledge accumulation, builds
meta-models on its basis, selects the optimal algo-
rithm from the set of available ones and calculates
the optimal parameters for its functioning.

An object-oriented architecture of the software
platform was developed to implement any of the
metalearning systems presented in the systemati-
zation.

In [18, 19], the problems of metamodeling and
metalearning based on an inductive approach are
compared: metamodeling is a generalization of
some information about a group of objects in a par-
ticular model, and metalearning is the use of ac-
cumulated experience about the best way to deter-
mine the structure and parameters of such a model.
It is shown that the generalized iterative algorithm
GIA GMDH [20] allows you to build mathemati-
cal models of specific objects. To use this software
metamodel, it needs to set parameters, and we can
get a specific model. The learning process of such a

metamodel covers the determination of the opera-
ting parameters of this metamodel.

The authors plan to develop an automated decision
support system for modeling and predicting complex
processes, built on the principles of an inductive ap-
proach, meta-learning and metamodeling.

Structuring the knowledge obtained as a result of
the analysis of the subject area will allow interactive-
ly or automatically solving the problem of synthesis
of the best method or algorithm for each specific
modeling application.

The principles of metamodeling will make it pos-
sible to generalize the structure of metadata, that is,
to generalize various algorithms and criteria.

The figure shows a block diagram of a metalear-
ning solution based on an inductive approach.

Stages or blocks from which the system will be
composed [20]: work with various data-bases and
knowledges bases; data preprocessing, selection of
class of task and data analysis; preliminary (recon-
naissance) data analysis, selection of an object class,
function class, data conversion depending on the
purpose of modelling; task formation: selection of
external criteria, parameter estimation methodo-
logy, structure generator, solution algorithm forma-
tion, parameter management task; solution; creating
a model, checking the adequacy of the model (for
example, in an exam), analysing the results, building
many models; application of the results.

Dividing the data sample into two parts (testing
and exam) makes it possible to evaluate the resul-
ting model on new independent data that were not
used in the construction of the model. The meta-
data containing learning results is entered into the
knowledge base.

Conclusion

Methods and tools of machine learning allow you
to teach a computer how to solve problems, similar
to how people doing this.

The principles of meta-learning will allow you to
summarize a person’s experience in a database and
knowledge to formulate decision-making rules in
the modeling process.

Using the experience of solving many problems
allows you to build a system on the principles of
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metalearaining. It is planned to develop such asys-  approach. A block diagram of the solution to the
tem using an inductive approach and experience  problem of the metalearning method based on the
in solving many applied problems based on this  inductive approach is developed.
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METAHABYAHHA K OJHA 3 3AIAY MAILIMHHOI'O HABYAHHA

Beryn. ChoromHi KOXXHOTO 3 Hac OTOYYE BeJMKa KiJIbKiCTb MPUCTPOIB, SIKi MOJIETIIYIOTh HaM B3a€MOJiI0 3 30BHILIHIM
cepenoBuileM. Bee Gible cBoiX (yHKILiM TIOAMHA HAMATa€ThCsI IIEpeIaTh KOMIT'I0Tepy, cMapT(hOHY Ta iHIIUM MTpUiagaM.
IIpakTMyHO BCi IIi TPUCTPOI BUKOPHUCTOBYIOTh METONM Ta 3aCOOM MAIIMHHOTO HaBYaHHsS. [Isi po3B's3aHHS 3amad
MalIMHHOTO HaBYaHHSI BUKOPHUCTOBYIOTh 3aCO0M MaTeMaTUYHOI CTATUCTUKU, YUCEIbHUX METOiB, METO/IiB ONTUMI3allii,
Teopii KMOBiIpHOCTEH, Teopii rpadiB, a TAKOX pi3Hi TEXHOJIOTii poOOTH 3 TaHUMU B LIM(PPOBilt ¢popMi. BukopucroByrouu
METOIM MaIIMHHOTO HaBYaHHS, MOXXHA HAaBYMTU KOMIT'IOTEp POOUTHU pedi, Ha SIKi BiH He 3aITporpaMOBaHMii, 3aKJIaJaloun
B HbOT'O 3HAHHS B IIEBHIM ranysi.

Mera cTarTi — JOCTIAUTU 3a7adyy MeTaHaBYaHHS cepei 3agay MallMHHOIO HaBYaHHS, BUKOPUCTABIIM OTpHMMaHi
Ppe3yJIBTaTH IS pO3POOKU CUCTEMHU ITIATPUMKY TPUAHSITTS pillicHb B 3aa4ax MOIETIOBAaHHS Ta IMTPOTHO3YBAaHHS CKJIATHUX
00’€KTIB i3 3aCTOCYBaHHSIM iHIYKTUBHOTO MiJIXO.TY.

PesyasraTu. JlociimkeHO 3a1auy MeTaHaBYaHHS SIK OHY 3 3a1a4 MAalIMHHOTO HaBYaHHs. BuiieHo OCHOBHI IPUHLIMITH
MeTaHaBYaHHS Ta HaBeJICHO TPUKIAANA 3aCTOCYBaHHS MAIIMHHOIO HaBYaHHS Ta METaHAaBYaHHS B peaJIbHUX 3aJayax.
BuxopucroByloun pi3Hi MeTagaHi, TakKi K BJIACTUBOCTI 3aBHaHHS HaBYaHHS, BJIACTMBOCTI ajJirOpUTMY (HaNpUKJIIa,
MOKa3HUKM €(PEeKTUBHOCTI), MOXXHA HaBUMTUCS BUOMpATH, 3MiHIOBAaTU abO0 MOEIHYBATU Pi3Hi METOAM HaBYaHHS IS
e(eKTUBHOTO PO3B'sA3aHHS 3a1a4 HaBYaHHSI.

Orysin mokasaB, 110 Pi3HULS MiXK M€TaHaBYaHHSIM i TpaAuLIiIHHUM MalllMHHUM HaBYaHHSIM TIOJISITA€ TUILKU B 00CA3i
aHajli3oBaHUX JaHuX. TpaguiliiHe HaBYaHHS, TaKOX BiZoMe sk 0a30Be HaBYaHHS, 30CePEIKEHO Ha OHIM KOHKPETHil
3amavi. Ha MeTapiBHi HaBYaHHS BimOyBa€eThCS TEPEXil Bil MPOTHO3YBaHHSI CTaHY KOHKPETHOTO 00'€KTa, IO TOTO, SIKUI
AJITOPUTM € HaMKpallyuM ISl TIPOrHO3YBaHHS CTaHy LIboro o0'ekra. [IpoaHayizoBaHO 3acTOCYBaHHSI iHAYKTMBHOIO
miaxomy Mpy po3B’si3aHHi 3a1a4ui MeTaHABYaHHS Ta HaBEIEHO MPUKJIaI1 TAKOTO 3aCTOCYBaHHSI.

BucHoBku. [IpoBeneHuil aHaniz mokasaB, 110 3aJaya MeTaHABYAHHS € YIOCKOHAJIEHHSIM JOCBiLy JIONUHU TpU
PO3B'sI3aHHS 3a7a4, Ki BiH y BUIVISIAI 0a3M 3HAHb Tepelac€ KOMIT I0Tepy IJIsI TOro, 00 Ha OCHOBI IIEBHUX MOJeseil Ta
MpaBWJI MOXHA OYyJI0 PO3B'SI3yBaTH CKJIAAHI 3adadi MAITMHHOTO HaBYaHHS. [1maHyeThcsl po3poOKa cCUCTeMU TIPUAHSTTS
pillleHb Ha OCHOBiI MeTaHaBUaHHS IS 3aJad MOJIEIIOBaHHS Ta ITPOTHO3YBAaHHSI CKJIATHMX OO €KTIB 3aCTOCOBYIOUU
IHAYKTUBHUM TiaXxi.

Karouoei caosa: memanasuants, MaulunHe HAGUAHHS, IHOYKMUBHE MOOEAIOBAHHS, NIOMPUMKA NPUUHAMMS DilueHb.
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METAOBYYEHMUWE KAK OOJHA 13 3AJAY MAILIMHHOI'O ObYYEHUA

Llenb cTaTby — McCAEn0BaTh 337a4y META00YyYeHUS KaK OJHY M3 3aJ]a4 MalllMHHOIO O0OY4YeHUs U UCII0b30BaTh MOJyYeH-
HbIE pe3yNBTaThl IUT pa3pabOTKU CUCTEMbI TTOIAECPKKM MMPUHSITHS PEIIeHWI B 3aJa4aX MOACIUPOBAHKS U ITPOTHO3MPOBa-
HUS CIIOXXHBIX OOBEKTOB C MCITOJIB30BAaHMEM WHIYKTUBHOTO Tomaxoaa. I[IpoaHanm3npoBaHO NMPUMEHEHUE WHIYKTUB-
HOTO MMOAX0/a TP PelIeHUH 3aJa4il MeTa00yJIeHUS U IIPUBEICHBI IPUMEPHI TAKOTO IIPUMEHEHUA. AHAIN3 TTOKa3aJl, 4YTO
3a/1a4ya METa00yJIEeHUS SBIISIETCS YCOBEPIIICHCTBOBAHMEM OTIBITA PEILICHUS 3a1a4 YeJIOBeKa B BUIIe 0a3bl 3HAHMI, KOTOPHIE
OH IepenaeT KOMITbIOTEPY IJISI TOTO, YTOOBI TOT MOT OBl peIlIaTh CAOXKHBIC 3aJa4l MAILIMHHOTO O0YyYEHMSI.

Karouesvie crosa: memaobyuenue, mawunnoe obyueHue, UHOYKmMugHoe Mo0eauposarue, no00epicKa NPUHAMUSL peuleHull.
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