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AUTOMATIC SPEECH RECOGNITION
FOR UKRAINIAN BROADCAST MEDIA TRANSCRIBING

A set of speech recognition techniques that allow for Ukrainian broadcast monitoring are covered: speech-to-text conversion;
speaker diarization and recognition; text perception enhancement; multilingual aspects. The experimental results are presented

and discussed.
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Introduction

Broadcast media is mainly a source of audio and, if
applicable, video information. Ways the audience
consumes broadcast media in the digital age have
been transformed and transcription is the answer
for the audience’s many needs. The transcribed
broadcast is searchable, transcripts serve the mil-
lions of people around the globe who are either deaf
or hard of hearing, transcripts support social me-
dia and help creating new content, moreover, gro-
wing media monitoring companies aim to analyze

as more as possible broadcast data and transcribing
automation is crucial for them.
When applying automatic speech recognition for
acquiring broadcast media transcripts we face the
following issues:
= input speech signal is recorded in different in-
cluding rather adverse acoustical conditions;
=speaker voice individuality modeling necessity;
=presence of more than one language in speech;
= capability for further automatic processing of
the speech recognition result.
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Hence, the target speech-to-text conversion
system should be invariant to the wide range of
noises and distortions introduced by equipment
and compression algorithms. The system should
adapt to speaker acoustical peculiarities and spon-
taneous changing of language. In turn, the succee-
ding use of speech recognition results, reveals new
tasks related to presenting the recognized text in
a convenient way for both human perception and
subsequent automatic processing. This refers to
availability of punctuation and marks of transition
of speech from one person to another.

State-of-art

Nowadays, the dominating approach in speech-to-
text technology is HMM-GMM-DNN, which is a
combination of three basic methods. First of them,
Hidden Markov Models (HMM), is a generative
model that directly implements the principle of
“analysis by synthesis” in order to represent non-
linear temporal deformations of speech. The sec-
ond approach is Gaussian Mixture Model (GMM)
that allows for approximating of areas in the acous-
tic feature space where phonemes are observed. Fi-
nally, by means of Deep Neural Network (DNN)
the quality of acoustical approximation is refined.
Representation of the relationship between
HMM states and the acoustic input by increa-
sing the number of diagonal Gaussians in GMM
is effecient for speech signal self-segmentation at
initial training stages. Despite advantages, GMMs
are statistically inefficient for modeling data that
lie on or near a non-linear manifold in the data
space, which is typical for speech signal classes
[1-3]. For example, modeling the set of points that
lie very close to the surface of a sphere requires a
few parameters using an appropriate model class,
however, a very large number of Gaussians is re-
quired. Furthermore, a large number of Gaussians
with independently parametrized means may re-
sult to local generalizations and drastic parame-
ter increasing is required when changes are even
caused by a small number of factors. In contrast to
GMM, each parameter of a deep learning model
is constrained by a large fraction of the data so is
less amendable to local generalization. Moreover,

DNNs benefit from exploiting multiple frames of
input coefficients since no decorrelated input is
required and, finally, DNN training is easier to
parallelize.

Speech signal temporal non-linearity is modeled
by generating of hypothetically valid model signals,
their comparing with input signal and discarding
wasteful model signal hypotheses. The HMM ap-
proach is an efficient way to generate model speech
signals in accordance to the speech pattern hierar-
chy. For each variant of the word pronunciation, its
acoustical model is composed from basic HMMs
representing parts of context-dependent phoneme
(senone states). Compositions of word models
generate model word sequences where each word is
considered in a certain lexical context. Thus word
transitions are softly restricted in accordance to
n-gram model, which parameter are being esti-
mated by the domain-related text corpus.

The means to specify and operate generative
models use representation of Weighted Finite State
Transducers (WFST). Within the framework of
this mathematical apparatus the formulated tech-
niques to combine, compose and optimize genera-
tive models results in comprehensive and versatile
construction for speech-to-text systems. An open
source OpenFST toolkit allows for constructing
generative models in terms of transducers without
being distracted by the details of implementing
optimization algorithms for the models [4, 5].

The application of the above mentioned approa-
ches with the use of appropriate tools has already
made it possible in Ukraine to create a series of
basic speech information technologies that have
been tested, in particular, for the basic search of
segments of TV and radio broadcast by text [6, 7].
In this paper we represent the development of sys-
tems that move towards an efficient transcribing
of the Ukrainian broadcast media to meet many
needs of individuals and companies that consume
and analyze the extracted content. Firstly, we de-
scribe the basic speech-to-text system architec-
ture, then we focus on data preparation, parameter
estimation, recognition result post-processing and
multilingual issues illustrated with experimental
results and broadcast media transcription system
presentation.
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General structure

Fig. 1 illustrates the architecture of speech-to-
text conversion for the broadcast media transcri-
bing. A recognition component, the actual recog-
nizer, receives a speech signal extracted form media
information at the input and, at the output, refer-
ring to a data and knowledge base (D&KB) pro-
duces a recognition response.

Recognizer receives Input Speech Signal ex-
tracted from a media file. When passing through
the Speech Activity Detector (SAD), the signal is
segmented by speech presence or absence [8]. For
each segment where speech is detected, Preproces-
sor converts the signal into the feature space based
on mel-frequency cepstral coefficients with mean
value subtraction supplemented with the i-vecror
in accordance to the speaker adaptation technique
(SAT) [9]. The latter allows also for completing
the speaker diarization procedure that will be des-
cribed below [10]. Decoder estimates the simila-
rity criteria value for all valid model signal hypo-
theses given the input signal, which is memorized
in the Dynamic Programming graph referred as
lattice. To speed-up the decoding process, on deco-
ding stage, the lexical context is limited to bigrams
and most frequent trigrams included to Language
Model (LM). To account the influence of broader
lexical context, the lattice might be rescored, i.e.
a language model based on n-gram, n>3, is re-ap-
plied for the decoded lattice. In Postprocessor the
result of decoding (or rescoring) is analysed and
transformed to the final textual form that is Recog-
nition Response. Thus, Recognizer output is one

or, in case of multi-decision, more word sequence
hypotheses supplemented with estimations of be-
ginning, length, confidence and speaker identity
for each word. Optional outcomes of Postprocessor
are restored punctuation, abbreviation and digital
number representation [11, 12], which is aimed to
facilitate the human perception of the extracted
text and prepare the recognition result for further
processing by automatic means.

The described Recognizer structure mentions
that speech signal is processed as it arrives until
SAT application. In turn, decoding proceeds star-
ting right after the i-vector is extracted for the enti-
re segment with speech detected.

D&KB parameters are estimated on speech and
text corpora by means of training modules [13].
These modules allow for estimating parameters
for models of speech patterns related to different
Recognizer’s units.

Research and development

For each pattern type modeling, the domain-spe-
cific speech or text corpus is used. Among particu-
lar criteria the corpus must follow are: natural lan-
guages, topics, expected distribution for speakers
and speech styles, acoustical surround and infor-
mation transmission channel properties.

So, about 500 hours of annotated Ukrainian
broadcast records were used to estimate the parame-
ters for acoustic phoneme models, speech activity
detection and speaker adaptation.

Fig. 2 illustrates how an expert can correct a
broadcast episode segment using the Transcriber

Recognizer D and K Base
[P < Acoustic
Preprocessor [—» Decoder <
P 'E < Model
W4 Sov—
SAD Postprocessor o Speaker
P Individuality Model
h

A
spk 1: caMe TOMY|A 3anpocAna Bac agxe
Spk 2: AXE % AKUAD Myt 33pa3 rOBGPMMO PO
: spk 1: RaHui MoMenT XTo ronosHui dinanc
! v

Language

Model Fig. 1. Diagram of speech-to-

text conversion architecture

Input Speech Recognition

Signal Response
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Transcriber 1.5.1
File Edit Signal Segmentation Options Help

Syaiamo fxoro opesnaywrts. loci openaxa nnata Oyna cumsoaisda - oaa rpMeHs Ha pix, ane rtax 31
3a roMepuifnumn uivaMu, a Ue WICTCOT THUCAY rpHaeHL.

.HY3'
*mT* Chorofni XyneTypPHHM UeHTPOM ARR BCix yxpalisuis € caMe YrpalHchxa npasochnasHa ueprxsa Ku!
wKkona, fe AiTH MOXYTh BYHTHCR YXpalHcsxol mosl i nitepartypi, TyT i EyRuTYPHHA UeHTP, Ze ALE

|'::T" Kongax# HA LBARURTHrPARAYCHOMY Nopoail cnisan# 8 DHinponetposcsry. NiscoTHi nwgen anamTyi
NOKAPYBATH MepexoXHM CBRTROIMA HacTPif. Moau pianux npogecis - nporpaxicts, nirapi, 3exnesnc
Bei piadoro aixy, 3 piaHHMM BOKANDHHUMH REHHNK, NeXTO NPHRIC 3 CcoGOX RoMAWHEL BURiYxy, abu po:
NPHEIHATHCA HAZPYXYBANY HABiTh WNAPTARKH 3 TOXCTAMH KORNAROK, CBATKOBA XORA 3asepuunacs Ha m

Faspuaiox ColTaana, yacHmus xomm |
*‘pen* Axi rapui no siayyTTR BHYTPL onpasy, AXmO YRAETBHCR XOY XOMYCH NigHRATH Tpox¥ HacTpif. (
Hac ysary, XToCh - MOXe, naxe NPHCAHYBATHCR. e Ryxe xnacHo!».

ApryussH ERYSpA, yNacHmK Xamh |
“pen* Tpeﬁa ROASN HarapgaTte, mo € Bor, i1 BiH Hac np6HTh. To ue pae Hapiw. Xto 8 Eora xe aipn:
i Tax uyu inaxwe - vex sipguysae, Go cepue e y *p* xaxmoro, *y* ayma € y xaxjoro., I Bip pagoct

Pisnso nns ecix - GrarogifHuf obin y Ipanshi onHOre 3 CTONMYHMX BMLis BramTysanK ans THX, )
CHaxyBsany xyrew, rocteil possaxani xonsaxamu i narpioTHunud seprenoM, xoxeH me i oTpumas gap)
*pen*® CESTKOBHA o0ijJ PO3NONKHHAKTEL 3 MOMNHMTBH.

*Mys*

*pen® Cepel 3anpolileHHx rocted - GeaxatTHeHxk® Ta neHcionepu. KuaMka llwaxuna L3 noapyrow xaxyTti

LRUREESEJE e TSN_2015_01_07
<

*WT* KOARAXW HA RBABUSTHIPALYCHOMY MOPOY! Criamm 8 AHnponeTpotcuiy. MHOCOTH MOR BASSTYBANM XOAY LIOHTPANLHAM NPOCNGKTOM, WobK NoAY
... HAAPYKYBAM HASITh WNAPTA/KM 3 TEXCTaMM KORAA0K. CBRTKOSA X0AA 32BEPWHNACA HA NAOUS repo

d T
33:20 33:29 33:30 33:33
Cursor - 33:17.299

Fig. 2. Broadcast episode annotation

open source software. The expert inserts some de-  are labeled as well. On lexical level, abruptions and
rived from Ukrainian labels to mark speaker iden-  flufs are annotated. Therefore, this speech cor-
tity, language change and segments with lower  pus is applicable for wider research range then we
SNR, including background noise, *mrt*, and off-  present in this paper.

studio records, *pemn*, segments with non-speech To build a language model for word sequence re-
noise like music, *My3*, and publicity segments  striction we collected a text corpus using over 2GB
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Fig. 3. Segments with detected speech activity

Segment 3

Segment 1

-‘-"A.
Segment 5

Person 1

Person 2
Fig. 4. Speaker diarization

Person 5

Segment 2

EEEE A .
) Segment 1

Person 4

Seguients, Person 3

Fig. 5. Speaker identification

of text obtained from the Internet, particularly,
using a subset of the Ubertext corpus.

To prepare recognition pronunciation dictiona-
ries we use available supervised dictionaries [14, 15].
To estimate parameters for the automatic graphe-
me-to-phoneme we used the Sequitur converter
based on Weig-hted Finite State Automaton. This
allowed for predicting one or more pronunciations
for words contained in the text corpus and not seen
in the supervised dictionaries. However, this ap-
proach is not applicable for generating pronuncia-

|
Segmer\'n{td SengentS Segment 6

tions by numbers in digit rather than spelled form.
Therefore, all numbers are spelled in the text cor-
pus by means of the rule-based symbol sequence-
to-sequence converter [12].

Further processing of the speech-to-text result
is carried out both by the human and by automatic
means. One of the further options for processing
the speech recognition result is to manually correct
the errors in the received text. A human is intere-
sted in reducing the editions that must be made to
obtain the final transcript. The sources of errors
include incorrectly recognized as well as missing or
inserted words, possible misspellings in the reco-
gnition vocabulary, editing of punctuation marks
and speaker identity. In turn, one of the important
goals of automatic word processing is the need to
work with numbers.

Before restoring punctuation marks and con-
verting word sequences to numbers, a speaker turn
changing detection, i.e., speaker diarization, is ac-
complished. We assume that when the turn to speak
is transferred to another party, the next thought is
expressed, so a new sentence begins. Cases when
other conversation parties can continue or end the
sentence are not considered.

After the speaker diarization, we recover the
numbers from the word sequences, and then re-
store the punctuation. This is due to the fact that
the parameters of the punctuation model are more
appropriate to evaluate on texts containing nume-
ric expressions rather than word sequences. Other-
wise, before evaluating the parameters, it would be
necessary, in the training text sample, to convert the
numeric expressions to a word sequence, which is
not a completely solved problem, in particular for
highly inflective languages and Ukrainian is among
them. The speaker diarization goal is to answer the
question who and when is speaking by the speech
signal. For broadcast transcribing, the number of
participants in the conversation is estimated au-
tomatically since it is unknown in advance. After-
wards, the obtained speech signal segmentation by
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FEEFTFENTE | 1: yoro wacTa 40M10BIK KOTOPGIV TOProgasn Nipamiflkolo KOHEYHO Xe emy

a

Nerye BCero B3ATh Y€/10BEKa KOTOPbIN CNoKoWHo Ha bine yopHe abo w
MeTOA3M KaLIMNMPOBCKOro KaX bl AeHb oH ByaeT BHeapaTs Bonee Toro
€My paspeluvv KpUTUKOBaTb MeABeYyKa Ha ero KaHane 3to abcypg

3: a diHaHCYIOTbCA BCE MeABeAUYK KaXe L0 MOXe TOMY MU AONYCKaTH Wo
NaH cMeLLKo Moxe ByTv NPOeKTOM BIKTOpa MeaseayyKa

2: AKLLO BUXOOWTH 3 TUX peanii AKi MM CbOrofiHi HarNAA3AEMO MM MOXEMO
BMMYCKATH BCE L0 33BrofHO aJie HACTiNbKY NPUNYLUEHHA TUX TiNBKW
noniTUKK BigNoBiaae AincHocTi To € Benuka npobnema

3: came ToMy A BaC aXxe KONW BU BXOAMWTH B NapTit0 BOHW MaloTb
PO3yMiTK 3BiAKK BiB'ep BiTep dpiHaHCYBaHHA

2: AKe A AKLLO MW 3apa3 roBOPUMO NMpo MOXWBE igeonoriyHoro
36nnxeHHA A Bepy cKaxeMo Tak MeaBeauyKa AKLLO OT A 40 peui He OYiKYBaB
TaKOro NUTaHHA | TOMY afie TMM He MeHLL HO Mbl Xe HaraflacMo AK 3apas rhae
PeBaHLU Tex CepBUCOB U AK MeaBeJ4yyK 33pa3 NpocTo 60 BiH He poci€Eto B
YKpaiHy a YKpauHy yKe NacTk pocii | AKWO B3ATH Ui 3aBAaHHA LMX NapTii He
3HaI0 AK MOXHA YMTaTh NPOTUNEXHI peYi Woao iropa CMELKa NapTii cuna i
YecTb elle 40 MeaBeaYyKa i Y4 BM QYMAETe Npo Te WO MOB/IAB BOHU €
NPOEKTU OAWNH OAHOrO Le neple wozao $iHaHcyBaHHA irop cMeLwko Ha 3'i34i
33ABMB NPO Te L0 MW CNOAIBAEMOCA NepLy Yepry Ha GiHaHCYBaHHA Ta
cepegHboro 6isHecy ane WoOAO TOro 41 4aM MiCUA NPOAaKTLCA YiNNAKTLCA
Xail NOAMBMMOCA BCE HA MEHe YMA € TIEI NI AUHOLO AKa MOXe KynuTH cobi
MicuA MOXYTb TOBTO 3 BUXO4AYM 3 Pi3HUX MIPKYBaHb i XOTiB 61 Takmx
rpoluei i He byae Aa aa v 6ynun 61 HIKONM LLOro He XOTiB 6K OTXe A He MOXY

Open | Connect ||Continuous| Synchronize

Fig. 6. Broadcast transcribing user interface

speaker identifiers can be used to automate assign-
ment of a person whose voice is heard in the par-
ticular segment.

The i-vector approach used in feature space for
SAT is also applicable for speaker diarization [10].
Thus we extract i-vectors for each segmentation,
representing different speaker traits, in accordance
to the detected speech activity (Fig. 3). Then the
agglomerative cluster procedure is performed by
merging to closest clusters, re-segmenting, upda-
ting the similarity matrix between cluster pairs and
iterating the mentioned steps until the speaker dia-
rization system reaches the stopping criterion and
provides the final segmentation. Fig. 4 illustrates the
diarization result for two hypothetisized speakers.

Experimental research showed diarization er-
ror rate (DER) about 12% for broadcast segments

AK NOroAMTMCA 3 TMM LLUO B Ui NapTii NpoAaloTLCA MicUa Ha
3: JaHWA MOMEHT XTO roNoBHMI GiHAHCKUCT NapTIi AKLLLO BM KaXeTe Wo ue
cepefiHii K1aC YW € KOHKPETHI iMeHa AKMX MM MOXeMO NepesipuTn
rnagadYam Hapatv indbopmadito wo came Ui noau diHaHcysanm napTito irops
2: AaBalTe AOYeKaEMOCA KoM NapTia 6y/ie 3BiTYBaTK Y BCTaHOBAEHOMY
33KOHOM NOPAAKY NPO BCi Ui NOXoAXeHHA rpoLuei aki byayTb

[ +| | nepeasmbopunii u BM6ODYOI KamMNaHii AaBanTe -

00:04:54 = 294.09s / 00:10:00
CHE D | 1.0x ~

containing up to 5 speakers. This DER figure, is
effective for speaker trait automation, however,
DER degrades with growing the number of spea-
kers, presence of short speech segments (less than 3
seconds), noise, distortions and speaker overlaps.
The stopping criterion for speaker diarization
system is balanced in order to have a slightly lar-
ger number of hypothesized rather than reference
speakers so, when editing speaker attributes, tran-
scriptionist mostly unites speaker identity hypo-
theses, which obviously takes less efforts compa-
ring to splitting hypothetical speaker identities.
The verified speaker attributes might be used to
train individual speaker models based on i-vector.
Once sufficient segments are accumulated for the
speaker, a respective individual i-vector is extracted
and written to the speaker file that is associated
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MATOECATHNA MEHb I'OJIONYBAHHSA OJIETA CEHIIOBA YVKPATHCBKOI'O |
PEXKHCEPA IIOKHM HE I'OOg¥HOTE ITPHMYCOBO IIPO LIE 3AHBHB
ATBOKAT BPAHITH KPEMITH IMHWTPO OIH3E OOHAK BIH HE

BUKJTIOYAE IO OO TAKOI'O KPOKY POCIHCEKI TOPEMHHUKH MOXKVThH|
BIOATHCH AKIIO CTAH CEHIIOBA IOI'TPINKHMTHCH BIH HHUHI ITEPEBEYBAE]|
vV MEOWYHINM YACTHHI B'3HMILISA BIJIL ITOJISPHOT'O KOJIA I HE MOXKE
XOOHUTH A THM HACOM HA TIIOTPHMEKY YB'A3HEHOI'O PE2ZKHCEPOM
BATATBOX MICTAX VKPATHH TA CBITY JTFOJIH BHHAIIITH HA AKIIIT HA

FOro IIIOTPUMKY FAHHA BOKA [IATII [ IOTO MU 3 TOBOK) MEpe MEI C
To6oit JILBIB JTHINTPO OIECA I IIE 3 MECATOK YKPATHCHLKHX MICT
T[TPUAMAEMO HAIITHX OJIETA ABCTPISI ®PAHIIIA 1 IIE 30 OBAIIATH
KPATH CBITY HINEPITAHIIM HA 3B'A3KH MH 3HAXOOWMMOCSH ITO3AILY

TPHUBYHAIIY YCIOOH YKPATHIII TTIO BUXOOHWUITH HA MAUTOAHH
ITIIOTPHMATH OJIETA CEHIIOBA TA BCIX B'A3SHIE KPEMIIHA BY3bKA CI
BOCBMHM-IECHATH JIFOOEH 3HAXONATHECHA B 3APYYHHUKAX B

Fig. 7. Result of broadcast
speech file conversion to the
raw text

IT'aTnecaTHit OeHL TONONYBAHHA OJlera CeHILOBa YKPalHCLKOro
pe:KKcepa NoKH He TOAYIOTH NpuMycoBo. [Ipo ue 3asgBHUB agBOKaT
OpaHLUs KpeMJId AMHTPO AiH3e. OgHaK BiH He BHKJIIOYAE, IO OO

TAaKOro KpoKy pPociiChKi TIOpDEMHHKHM MOXKYTh BOATHCS, AKINO CTaH
CEHIIOBa MOripIIMTLECH, BiH HMHI nepebyBae y MeqUUHil YacTHHI. '
B'asuuus 6ins nongpHoro xona i He MoXKe XOIUTH. A THM YacoM Ha |
MiATPHMKY YB'sI3HEHOT 0 pelxHcepoM GaraThox MicTax yKpaiHu Ta

CBiTY Moy BUILIIM Ha akuii Ha Horo MigTpHUMKYy. [anHa 6oka gai i|

oro Mu 3 Tobo10 Mipi MHu 3 To6oKO i NLBIB, AHINPO, ofeca i e 3
AEeCATOK YKpPalHCBKHX MICT npHiiMacMo HallMX Ofiera aBcTpis,

with the specific person. Then the most similar in-
dividual i-vector to the current segment i-vector is
used to identify a speaker as shown in Fig. 5.

Fig. 6 illustrates an experimental graphical user
interface for broadcast transcribing automated with
results of speech-to-text conversion and speaker
individuality modeling. Text and speech signal are
synchronized so that a user can simultaneously lis-
ten and look through an audiovisual segment and
correct the related text and speaker attributes.

Speech-to-text conversion system output con-
sists of words contained in the working recognition
dictionary.

Fig. 8. Automatically restored
punctuation

Thus, covering the numbers between 0 and
1000000 would mean that one million of words
must be introduced to the vocabulary not coun-
ting all inflections. Since all valid numbers cannot
be represented by any dictionary, we consider ex-
traction numbers by word sequences consisting of
certain basic numeric words. We use a rule-based
sequence-to-sequence conversion procedure that
initially has been applied to bi-directional graphe-
me-to-phoneme conversion [12]. The introduced
multilingual rules allow for word sequence seg-
menting into numeric and generic words and ex-
tract digital spelling for any integer number.
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For punctuation restoration, we apply a model
based on Recurrent Neural Nets [11]. According to
this model, the encoder sequentially encodes word
sequences optionally accomplished with prosody
and the decoder decodes the text with restored
punctuation. The model parameters were estima-
ted on a Ukrainian text corpus containing about 10
million sentences extracted from news web-sites so
no prosody features were used.

The model is evaluated in terms of over-all pre-
cision, recall and Fl-score. During testing, the
punctuation with highest probability according to
the model output is chosen. The development (dev)
and test sets consist of 25000 and 32000 words re-
spectively. The hyperparameters giving the best re-
sult for the development set were used to evaluate
the test set.

Table 1. Punctuation restoration results

Set Precision, % Recall, % Fl1-score, %
dev 82,3 59,6 68,1
test 84,6 53,9 65,9

The developed web-interface allows for liste-
ning the speech signal synchroneously with the
recognized text and making corrections to words
as shown in Fig. 7. The Fig. 8 illustrates how the
restored punctuation facilitates perception of the
extracted text.

Ukrainian broadcast episodes sometimes con-
tain multilingual speech. Speakers may alter the
language spontaneously articulating lexical and
phonetical fusions. In this work we tried to cope
language changing issues without prior language
detection by introducing merging of basic pho-
neme alphabet, vocabulary and text corpora in or-
der to create unified acoustical, pronunciation and
language models. The similar approach was used
e.g. in the automatic speech recognition research
for several East Slavic Languages [16].

Fig. 9 illustrates the proposed basic phoneme
alphabet that includes the garbage phoneme SIL,
followed by stressed and non-stressed, total 10,
vowels and ordinary (hard, marked with stroke)
and palatalized (soften, marked with stroke), total
37, consonants.

A web-interface presented in Fig. 10 illustrates the
result of text-to-speech conversion for a bilingual

SILaa’ee’un’ii’oo’yy’ 66’8’ rr'rr’aa’
KXK' 33 UKK ITOX MM HRE OO’ pp’ ' cc’ 1T
Fig. 9. Merded basic phoneme alphabet

segment where words belonging lexically to diffe-
rent languages are indicated with the character case.

Results

To assess speech-to-text results, firstly, for the de-
veloper set, the least error-prone hyper-para-me-
ters in terms of word error rate (WER) are being
searched and fixed then WER is estimated for the
test set.

Two target languages, Ukrainian and Russian,
were considered as covering the most of Ukrai-
nian broadcast. Model parameters were estimated
in single and merged language modes by respec-
tive speech and language testing sets. Proceeding
from about 500 hours of the over-all speech cor-
pus, approximately 230 hour training sets and 10
hour development and training sets were selected
for each language. Training sets for language model
were extracted mostly from news web-sites so we
received about 2GB of text data per language.

Table 2. Speech-to-text experimental results

Target Language LM 12/:1(;?1?; Dev Test
order mode %WER %WER

Ukrainian 3 Single 12,6 11,9

3 Merged 13,0 12,6

4 Single 12,5 12,0

4 Merged 13,0 12,5

Russian 3 Single 14,5 16,0

3 Merged 15,6 20,6

4 Single 14,6 16,2

4 Merged 15,7 20,7

The results presented in Table 2 show that lexi-
cal context wider than a 3-gram LM can provide
gave no improvement. Ukrainian language looks
less sensitive to model language merging. Still more
attention should be paid to the selection of deve-
lopment and test sets, since, for the considered
languages, test set WER figures have opposite dyna-
mics comparing to development sets.
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MOpE M a THPATCTBa HHTEPECYIOT H3BHHHUTE BCEX MHPATCTBA
MHTEPECYEeT H UCITaHLEB B MHPAaTCTEE HHTEPECYEeT H aHTTu4YaH
MUPATCTBO HHTEPECYET H HEMIIER 3TO o6Iie rYMaHHTAPHbIE BOTPOCH
MOHUMaeTe 3TO BOMPOCH MEXIYHAPOTHOH MOMUTHKM MBI ITepelTd
nepeBe3nH Hall KOHGIUKT KOTOPEIH POCCHS XOTela cOefaTh

JIOKANbHBIM B a30B& Ha KOHMIHKT obmui obieyenoBeYyecKHi

anexcannp 3PO3YMITIO IO BU TTAHE OJIEXE BH

IIPOKOMEHTYETE AJIE BYKBAJIBHO 3A KIJIbKA XBHJIMH TOMY

IIIO 3APA3 JIO HAC JIOJTYYAIOTBCSl MICTO BENVUHH TAPAC

BEPE3OBEIlb BIH 3HAXOIOHWTHCH ¥ BIJTIbHHOCI TAPAC KAXKE

MATEPI IOBPOI'O BEHOPA A TAK d HE ITOYVYJIA TAPACA AJIE

MEHI 3[IA€TECS IO TAPAC UYBA¥ MEHE JIOEPOTO BEYOPA o 10 Bilingual specch-to-

OJOBPOI'O BEHOPA PO3KAYKH TH PA3 I JE SHAXOOHATBHCH

Comparing WERs for models trained on one
(single language mode) and two (merged language
mode) languages allows for estimating the language
error rate (LER) of the system proceeding from an
assumption that the WER degradation is intro-
duced by the incorrect language recognition. Thus,
LER for Ukrainian is about 5% on average.

Conclusions

This work presents such a level of speech signal
recognition that allows for broadcast transcription
process accelerating and effective search in huge
amounts of spoken information.

The implemented model of multilingual speech
recognition does not require a preliminary recog-
nition of the language and has some potential to
model the lexicon complementarity.

The implemented scheme speech-to-text con-
version made it possible to obtain the result of the
broadcast recognition in a convenient appearance
for perception and modifying by a human as well

text conversion

as for subsequent automatic processing. Particu-
larly, according to the acquired text, topics can be
extracted, actual meanings can be tracked (proper
names, numbers, dates, etc.), punctuation marks
improves the perceptual experience of the text and,
in general, the cost of manual editing to get the fi-
nal transcript can be reduced.

Future research includes:

* punctuation restoration in dependence of
prosody and multilingual modeling;

* speaker identification implementation;

* episode segmentation;

* tonality and toxity detection by speech;

» recognition of specified noise types (laugh,
applause etc.);

* overall text reconstruction.

It is also planned to adapt the existing speech-
to-text conversion system for online speech proces-
sing, which make the system capable for text dic-
tating, subtitles generation and modeling a spoken
dialogue between humans and technical systems.
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3ACOBMU PO3ITI3BHABAHHA MOBJIEHHEBOT'O CUTHAJTY
JUId OHU®POBYBAHHA YKPATHCBKOT'O MEJIIMHOTO ITPOCTOPY

Beryn. 3actocoBytour po3Mi3HaBaHHS MOBJIEHHS JUIsl OLM(POBYBAaHHSI MEMilHOrO MPOCTOPY, MU PO3IISAAEMO
MOBJICHHEBUIA CUTHAJI, OTPUMAaHUI Yy pi3HUX aKyCTUUHHX YMOBAX Bifl 0Ci0, 1110 He JIUIlIe MalOTh iHAWBiIyaIbHi 0COOJIMBOCTI
BUMOBH, a i PO3MOBJISIIOTH Pi3HUMU MoBamu. OTXe, MEPEeTBOPEHHSI MOBJIEHHS Ha TEKCT Ma€ OyTW iHBapiaHTHUM
JI0 ITMPOKOTO KJIACY IIyMiB i 3aBajl, a TAKOX CIIOTBOPEHb, SIKi BHOCSTBCSA IMiJ YaC CTUCKAHHS MOBJIEHHEBOTO CHUTHAIY.
HanamryBaHHs cucteMy Ma€ BinOyBaTHCsI He JIMIIE HAa aKyCTUYHI OCOOJMBOCTI IMKTOPA, a i Ha MOBY, SIKOIO PO3MOBIISIE
Ta 4M iHIlIa 0coba, B TOMY YMCII, 30iCHIOIOYM TTepexiJ 3 OJHIET MOBU Ha iHILY i1 y 3BOPOTHOMY HaIlpsSIMKY.

Metoau. [Tpy aBTOMaTHYHOMY MEPETBOPEHHI HA TEKCT 3aCTOCOBYETHCS METO/I, OCHOBHI CKJIAJIOBi SIKOTO 3aCHOBaHi Ha
nigxopax reHepaTuBHOI Moaeli (HMM), anpokcumaliii o0yiacTeit crocTepeXkeHHsI CUTHaTY 3 BUKOPUCTAHHSM CyMilleii
HOpMaJIbHOTO 3aKoHYy (GMM) Ta TTIOKpalieHHs SIKOCTi IIi€l ampokcuMallii 3acobamu rambokoro HaBdaHHs (DNN). s
MOJIETIOBaHHS aKyCTUYHUX OCOOJIMBOCTEH JIIOMWHU 3aCTOCOBYETHCS MIAXiJ i-vector, M0 TaKOX Ja€ 3MOTY BU3HAYaTH
MOMEHTH 3MiHM MOBLSI. CKiHYeHHI aBTOMATU Ta PeKYPEHTHI HepoMepeXi 3aCTOCOBAHO IS MOJITIIIEHHST CIIPUAHSTTS
TEKCTYy JIIOAMHOIO Ta ISl MOJAJbLIOTO HOro aBTOMAaTUYHOTO OOpOOJIeHHs. 3JMUTTS MOAEJEl NBOX MOB Jajlo 3MOTY
eeKTUBHO 0OPOOJISITA CITOHTAHHE MePEMUKAHHS 3 OHi€T MOBY Ha iHIIY.

Pesynsratu Ta BUCHOBKHU. PeanizoBaHa cxeMa MepeTBOPEHHS MOBJIEHHS Ha TEKCT Jaja 3MOTY OTPUMATH pe3yJbTaT
posmi3HaBaHHSI (hOHOrpaM TeJaepadioOMOBIEHHs Yy (opMi, 3pyuHiil i Ui KOPUCTYBaya-JIOAWHU, i [IJIs MOJAIbIIOL
aBTOMATUYHOI 0OpOOKM. A came, 3a OTPMMAaHUM TEKCTOM 3PO3yMiJo, MPO IO MAEThCS, BIICTEXKYEThCS (DAKTUUHUI
Marepiai (Bl1acHi Ha3BH, YMCJia, TaTU TOIIO), PO3IiOBI 3HAKU MOJIETIIYIOTh CIIPUMHATTS TEKCTY, i 3arajloM 3MEHIIIYIOThCS
3aTpaTH Ha py4yHe peJaryBaHHsI Ui OTPMMAHHS KiHLI€BOI CTEHOTPaMHU.

Karouosi caosa: mosnenns, mogrenHesuil cueHan, aHaniz, po3nizHa8aHHs, PO3YMIiHHS, CUHMES.
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CPEACTBA PACITOSHABAHHWA PEYHEBbBIX CUTTHAJIOB
14 OHUP®POBKH YKPAMHCKOI'O MEJAUMHOIO TTIPOCTPAHCTBA

BBenenune. [Ipy mpuMeHeHUM pacro3HaBaHUs peyd Uil OUMGPOBKU MEIUWHOTO IMPOCTPAHCTBA paccMaTpuBacTCs
peYeBOil CUTHAJ, TTOJIYYEHHBIN B Pa3IMYHBIX aKyCTUYECKUX YCIOBUSIX OT JIMLI, HE TOJBKO MMEIOIINX CBOU OCOOEHHOCTH
MPOM3HOUIEHHUS, HO U Ha pas3HbIX fA3biKax. MTak, mpeoOpa3oBaHUE peyd Ha TEKCT JOJDKHO ObITb MHBAPUAHTHBIM K
IIAPOKOMY KJIAaCCy IIIYMOB 1 ITOMEX, a TAaKXKe UCKaXKeHMi1, BHOCUMBIX IIPU CKAaTUM pedeBOro curHaia. HacTpoiika cucteMbl
JTOJKHA TIPOBOINTHCS HE TOJIBKO Ha aKyCTMYECKHE OCOOEHHOCTU TUKTOpa, HO U Ha A3bIK, HA KOTOPOM TOBOPUT TO MJIK
HWHOE JIMLI0, B TOM YMCJIE, OCYIIECTBIISISI IEPEXO]] C OMHOTO SI3bIKa Ha IPYroi 1 HA00OPOT.

Metoabl. Ilpu aBTOMaTMYeCcKOM IIpeoOpa3OoBaHMU B TEKCT IPUMEHSIETCS METOJ, OCHOBHbIE COCTaBISIOLINE
KOTOPOro OCHOBaHbI Ha Mojxoiax reHepatuBHoit moxaenu (HMM), annpokcuMmauuy objiacTeil HaOMOAeHUsT CUTHAsa
C WCTIOJIB30BAaHUEM CMeceil HopMajibHOTO 3aKoHa (GMM) n ynydilleHWs KayecTBa 3TOM aIlllIpOKCUMAIIMU CPEICTBAMU
riry6okoro ooydenust (DNN). 151 MomeTMpoBaHMS aKyCTHUECKHUX OCOOCHHOCTE YeIoBeKa MPUMEHSIETCS TTOAX0 i-vec-
tor, YTO TaKKe TO3BOJISIET OMPEAEIATh MOMEHTBI CMEHBI TOBOpsIIiero. KoHeuHble aBTOMATHl M peKYPPEHTHBIE HeiipoceTn
MPUMEHEHEBI JUIST YAYYIIEHUs BOCIIPUSITASI TEKCTa YeJIOBEKOM M I JajbHEiIlel ero aBToMaTHUYecKoil 0OpabOTKU.
CrnusiHue MofeJield ABYX SI3bIKOB MO3BOJIWIO 3(PhEeKTUBHO 00pabaThiBaTh CIIOHTAHHOE MEPEKIIOUYEHUE C OMHOTO S3bIKa
Ha Ipyrou.

Pesyabrarsl u BBIBOIBI. Pean3oBaHHas cxeMa IMpeoOpa3oBaHUs ped B TEKCT Jajla BOSMOXHOCTD IMOJYIUTh pE3YJIBTaT
pacrio3HaBaHus (poHOTpaMM TeJepaguooOIIeHUsT B yOIOOHOM BHUIE, KaK UIS IIOJb30BaTe/Is-uyeoBeKa, TaK W IS
JaJbHEeUIIe aBTOMaTUIECKOM 00paboTKH. A UMEHHO: 10 TIOJTyYEHHOMY TEKCTY IIOHSITHO, O YeM UIET PeUb, OTCJIEKMNBAETCS
akTyeckuit MaTepuasl (COOCTBEHHbIE Ha3BaHUSsI, YMCa, AaThl U T.1.), pa3neauTe/IbHbIe 3HaKU 00JIeryaloT BOCIIpUSITHE
TEKCTa, U BOOOIIIe YMEHBIIAIOTCS 3aTpaThl HA pyYHOE peIaKTUPOBaHUE ISl TTOJyYeHUs] KOHEUHOM CTEHOTPaMMBbI.

Karouegvie caoea: pevs, peltesoﬁ CueHan, aHaaius, pacno3Haeanue, NOHUManue, CUHmes.
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