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IMAGE ENHANCEMENT IN VIDEO ANALYTICS SYSTEMS

Recently, video analytics systems are rapidly evolving, and the effectiveness of their work depends primarily on the quality of
operations at the initial level of the entire processing process, namely the quality of segmentation of objects in the scene and their
recognition. Successful performance of these procedures is primarily due to image quality, which depends on many factors: tech-
nical parameters of video sensors, low or uneven lighting, changes in lighting levels of the scene due to weather conditions, time
changes in illumination, or changes in scenarios in the scene. This paper presents a new, accurate, and practical method for as-
sessing the improvement of image quality in automatic mode. The method is based on the use of nonlinear transformation function,
namely, gamma correction, which reflects properties of a human visual system, effectively reduces the negative impact of changes
in scene illumination and due to simple adjustment and effective implementation is widely used in practice. The technique of se-
lection in an automatic mode of the optimum value of the gamma parameter at which the corrected image reaches the maximum
quality is developed.

Keywords: gamma correction, image enhancement, video analytics system, gamma parameter, histogram, computer vision, seg-

mentation.

Introduction

The main purpose of any video analytics system is
to understand the situation in the scene [1]. And the
way to achieve it is through the selection of all or
certain objectsin the scene of attention, determining
cause-and-effect relationships between them, and
predicting future events. Therefore, to make the
only correct decision regarding the situation, high-
quality images with good contrast and uniform
illumination of all its areas are necessary. It is
unrealistic to assume that applications of computer
vision will process only perfect images while their
running. Practice shows that everything is much
more complicated. The quality of images obtained
by the video processing system is affected by
too many factors: technical parameters of video
sensors, low or uneven lighting level, change in
scene illumination level due to weather conditions

(heavy cloud, fog, absence or presence of sunlight),
time changes (day and night illumination level)
or changes in scenarios in the scene (for example,
bright light from headlights of a car or a moving
train). Images taken in such conditions contain
contrast distortion and low light intensity of the
whole image and its parts, have a narrow dynamic
range and high noise.

In practice, for example, low light conditions can
lead to confusion of textures and objects, poor ima-
ge recognition efficiency, poor segmentation, and
visual quality for visual inspection. In some cases,
poor quality of images obtained can lead to an
incorrect decision regarding events in the scene,
as well as to a complete failure of the system (for
example, a face recognition system in low light
conditions).

The need for a successful solution to the problem
in obtaining quality data as a primary stage in the
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Fig.1. Block diagram of an image enhancement process in
an automated image processing system with feedback

whole process of image processing is substantiated
by the fact that the functioning of video analytics
systems provides maximum removal of a human
from the process of collecting and processing
images. This is because video systems receive too
much video data and they are usually redundant
and monitoring of images and adjustment of system
parameters by a human operator is monotonous
and difficult, but responsible. One of the options
to increase the capabilities of video information
processing systems is an automatic mode of
operation, in which a person has an opportunity
to intervene only to make decisions in some cases
based on images, the enhancement of which should
also be performed automatically.

Enhancements cover various aspects of image
correction, such as saturation, sharpness, noise
reduction, tonal adjustment, tonal balance, and
contrast correction/enhancement. To convert
images already taken by appropriate fixation
devices into a state more suitable for both
analysis and processing, a sufficient number of
quality enhancement methods have already been
developed, which can be divided into three groups:
global, local, and hybrid.

Global methods are applied to the entire image
and each pixel of the image must be changed under a
single transformation function for the entire image.
Local methods are used in cases where certain parts
of the image need different types of enhancement,
and their implementation is more complex. Hybrid
methods combine features of both local and global
groups. Occasionally, global contrast enhancement
techniques may cause problems with insufficient

or excessive pixel transformation in some parts
of the image [2]. In some cases, this problem can
be solved using local enhancement techniques,
where the conversion of an image pixel depends
on the information of adjacent pixels. However,
sometimes in such a situation, due to a lack of
global information about brightness, local artifacts
can occur [3]. Since video analytics systems, as a
rule, operate in extremely complex (in terms of
illumination) conditions and with images far from
an ideal quality, it is not always possible to use
local and hybrid methods of image enhancement.
It follows that the system must be balanced in
determining parameters at which captured images
and video sequences achieve the highest level
of enhancement with available means and in
automatic mode [4]. The last remark is especially
important because of illumination changes over
time (day/night, time movement of the sun), due
to weather conditions (rain, clouds, shadows) and
dynamic changes in scenarios (light of vehicle
lights), etc.

Image Enhancement

Image enhancement boils down to improving
display quality and analysis, with the result that
one or more attributes of the image are changed.
The choice of attributes and the way they are
modified are specific to each application and often
enhancement methods are developed empirically.
The importance of the image enhancement
procedure is especially relevant in a presence of
feedback from the application (Fig. 1).

Much attention is paid to the development of
methods for enhancing digital images [2, 5], espe-
cially in automated video analytics systems. And
many of them are focused on improving over dar-
kened or lightened images, which are a particular
problem for automatic video processing systems.

Among the significant number of image enhan-
cement methods, high efficiency has been proven
by methods that use nonlinear transformation func-
tions on the basis of the input data transformation
process [6]. This group includes methods of
enhancement based on gamma correction, which
effectively reflects properties of a human visual
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system (Human Visual System, HVS) and due to
simple adjustment and effective implementation
has found wide application. Gamma correction,
as one of the options for modifying the histogram,
converts a uniform distribution of grey levels to
increase the contrast of the image [7—8], providing
high efficiency at low computational complexity.

Gamma Correction

Gamma correction methods are a family of general
methods for modifying histograms obtained simply
by a variable adaptive parameter y.

Values of y are usually determined experimentally
by passing a calibration target with a full range
of known luminance values through the imaging
system (for example, the Macbeth diagram [9]).
But often such calibration is not available or direct
access to the imaging device is not possible, for
example, when downloading an image from the
Internet. Also, in most commercial digital cameras,
a gamma parameter y changes dynamically. It
should be noted that with a significant expansion
of various surveillance systems, video analytics,
machine vision, etc., which usually use a wide
range of different means of capturing images, and
existing difficult illumination conditions, it is very
important to eliminate poor lighting, contrast and
more. All of the above forms the purpose of the
work, which is to develop an efficient approach to
providing a video analytics system with high-quality
images of the scene in an automatic mode with
elements of adaptation to changes in illumination.

This paper presents a novel, accurate, and
practical method for estimating the optimal
gamma parameter for a given image, which opens
the possibility for further work towards obtaining
enhanced images in video analytics systems.
The method requires neither knowledge of the
cameras used (model, settings, etc.) nor geometric
calibration in contrast to [10] or [11], and it
can be used in large variations of viewpoint and
illumination of the scene. The paper presents a
method for estimating the optimal value of agamma
parameter in automatic mode for video analytics,
surveillance, and other applications in conditions
of probable changes in scene illumination due to

weather conditions, time changes, or changes
in the scene scenario, excluding direct human
intervention in the selection of this parameter.

It’s common knowledge that the biggest
problem for automated video processing systems
is the lighting mode of the scene. This means that
the quality of images at the input of a video system
depends directly on illumination and a situation
in the scene, which is an almost uncontrolled
and unpredictable process. Due to unpredictable
changes in lighting, images at the input of a system
become darker or too light. In this case histograms
of images also change their appearance. When
illumination changes a majority of histogram
bins shift towards minimum values (indicating
an increase of the number of pixels that reflect
darker intensity levels) or towards maximum values
(indicating an increase of the number of pixels that
reflect lighter intensity levels) of the lighting scale.

Correspondence ofgamma correctiontoahuman
visual system and good results in its application in
practice force researchers, to return to methods of
image enhancement based on gamma correction
and look for ways to automatically determine
a parameter of gamma y in image processing
systems.

Gamma Correction and Images

Many devices used to capture, print, or display
images typically use gamma correction, also
known as a power-law transformation [6], on each
pixel of the image. The power function as a transfer
function is most often used in the form

V., =AV)

out in> (1)
where A is a coefficient and the input ¥V, and the
output ¥, = are non-negative real numbers. In a
general case, if A = 1, then the input and output
values are in the range from 0 to 1 (in a normalized
form). Figure 2 shows transformation functions at
values of intensity levels from 0 to 255. If y =1, the
characteristic of semitones is linear, and differences
in luminance of the object in light and dark tones
are the same. If y < 1, then the brightness of the
image is shifted to the darker side of the spectrum,
otherwise, when y > 1, the brightness of the image
is shifted to the opposite lighter part of the spec-
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Fig.2. Power function of transformation at different
values of gamma parameter

trum. This is seen in the histogram of the images
(Fig. 3). The value of a gamma parameter equal to
one (y = 1) will not affect the brightness of the input
image in any way.

Gamma is an image parameter that affects the
intensity of pixels of the original image. However,
not all image pixels are subject to change, but only
those that have medium brightness, i.e. not the
darkest and not the lightest. The intensity values of
the darkest and lightest pixels remain unchanged.
Which intensity values will not be affected, depends
on the specific value of a gamma parameter. Thus,
gamma adjustment only affects mid-tones.

Intuitively, image enhancement should lead
to higher contrast, higher edge intensity, and the
preservation of local and global information.
The simulation results of the gamma parameter
influence on the image quality using the developed
software prove that:

1. the image quality varies depending on the value
of a gamma parameter y, and hence the distribution
of intensity levels along the scale from 0 to 255;

2. the contrast of the image directly depends on
the width of the range of intensity levels distribution:
the wider the range of intensity levels distribution,
the more pronounced the contours of objects;

3. the contrast of objects in the image directly
reflects the ability to define contours of objects, for
example, using a Canny edge detector.

When studying the influence of a gamma
parameter on the image quality, it is also im-
portant to obtain a behaviour of some statistical

characteristics of test images and their compliance
with qualitative changes in variations of a gamma
parameter vy. If for the test image of size MxN
intensity levels of pixels are denoted through z,
i=1,2,3,...,L -1, then a probability p(z,) of the
intensity z, in the image is estimated by the value

p(E)=7r 2

where n,_is the number of pixels with the intensity
7, in the image and MxN is the total number of
pixels.

Knowing p(z) you can get such important
quantitative characteristics of the image as:

1. Mathematical expectation (average value) of
the intensity of the whole image

L-1

u=)z*p(z)- 3)

=0

=

2. A variance of intensity as a magnitude of the
scatter of intensity levels z around the mathematical
expectation. The variance is a convenient measure
of the image contrast, its dimension is equal to the
square of intensity values. Often for convenience
when comparing the contrast level instead of the
variance they usually use the standard deviation
o (square root of the variance), because it has the
same unit of measure as the intensity

o’ =2(zk—m)2*p(zk). 4)

3. Image entropy — a parameter that characteri-
zes the variability of intensity

E=—§p(zk)*10gz p(zk). )

The entropy is equal to 0 for the region of con-
stant intensity, i.e. when all p(z,) are zero and takes
the maximum value in case of equally probable
cases, i.e. when all p(z,) are equal to each other.

4. The proportion of image pixels that belong to
edges in the image, relative to the total number of
pixels of the entire image detected by, for example,
a Canny edge detector1

= *
M =N

antour ’ (6)
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Fig. 3. Tank image and its histograms: @ — the original image aty = 1; b — the image at y = 2,5; ¢ — the image aty = 7,0
(hereinafter, the vertical dotted reflect the first and last non-zero bins of the histogram)
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Fig.4. Dependence of the average intensity of the Tank
image on a gamma parameter (dotted horizontal line
shows the average value of the intensity scale, i.e. 128)
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Fig.5. Dependence of the variance of image intensity on a
gamma parameter
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Fig. 6. The corridor with a width of = 2 around the graph
showing how the average value of image intensity depends
on a gamma parameter

where N~ — the total number of pixels, that
belong to edges in the image, detected by a Canny
edge detector.

All the above-mentioned characteristics provi-
de additional opportunities in determining the
optimal parameter of gamma y [12] without any
additional means.

The results of simulation the influence of a
gamma parameter on the histogram of the test Tank
image (Fig. 2) state the fact of direct dependence of
indicated statistical characteristics of the image:

1. The mathematical expectation or average
value of the image intensity changes from 0 towards
the intensity level 255 as the parameter gamma
increases (Fig. 4).

2. The intensity variance o2, and hence the
standard deviation o, as a magnitude of the inten-
sity scatter around the mathematical expectation,
varies, reaching maximum at a certain value of
a gamma parameter (Fig. 5). Having calculated
variance values, it is possible to determine at which
values of a gamma parameter the adjusted images
should be assigned to the class of low or high contrast.
This can be determined under the equation [13]:

0, D<1/1,

g(z):{ ™

0,, otherwise,

where D = diff (u +20), (u-20)) and t are parame-
ters according to which the contrast of the image
is determined, o and p are the standard deviation
and the average intensity of the image, respectively.
Using equation (7), it is possible to classify the
image as low-contrast (when most of intensity
values of the image pixel accumulate in a small
range (Fig. 2a, c¢). The criterion in equation (7) is
chosen according to the Chebyshev non-equation,
which states that at least 75% of the values of any
distribution are within 2o around the mean on
both sides [14]. This leads to a simplified version
of the criterion for classifying the image as low-
contrast, namely as 4c<1/t. In [13] determined
that T = 3 is a suitable choice for characterizing
the contrasts of different images.

The corridor with a width of £ 2¢ around the
graph representing how the average intensity
of the image depends on a gamma parameter
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(Fig. 6) shows that not all values of a gamma
parameter corridor around the average intensity
curve are equal to 2c on both sides (at y<1,8 and
v>5,1). This does not correspond to Chebyshev
inequality [14], and thus leads to clustering values
of intensity and, as a result, to low image quality.

Also, the small value of the intensity va-
riance indicates a modest scatter of the values
of the intensity and a small difference between
the colors of the adjacent areas (Fig. 2,a
and 2,c¢). From the graph showing how the in-
tensity variance depends on a gamma para-
meter (Fig. 5), it is seen that the value of the
intensity variance of the images in Fig. 2,a and 2,c
are well below the maximum.

3. Entropy, as an indicator of variability of the
intensity values, reaches its maximum value within
limits of a gamma parameter, when the corridor
fully corresponds to the value of 2o (Fig. 7). The
higher the value of entropy, the higher the intensity
variability, which indicates a much larger amount
of information that can be extracted from the
image. The entropy (5) takes the maximum value
in the case of equally probable values of intensity
levels, i.e. when all p(z,) are equal to each other.

4. If the video analytics system is intended to
select objects in the scene, then as an option,
the ability to detect contours in the image, for
example, using a Canny edge detector at different
standard deviations of intensity (Fig. 8) can be
taken as a quality estimation for selecting the
gamma parameter. The percentage of defined pixels
belonging to contours determined by the detector
is taken as an estimate.

Gamma-Correction and an Image Histogram

A histogram (Fig. 3, right images) is a special di-
agram, which is somewhat similar to a mountain
range, illustrating the distribution of all colors (for
color images) or intensity levels (for gray images)
in the image (the graph shows the number of pixels
at each intensity level. A histogram allows you to
determine whether the image contains enough deta-
ils in shadows (left part of the histogram), in middle
tones (middle part of the histogram), and the ligh-
test areas of the image (right part of the histogram),
that is very important for quality image correction.

Entropy of the image as function from gamma:Tank
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Fig.7. Graph of the dependence of the image intensity
entropy on a gamma parameter
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Fig.8. Graph of the dependence showing the percentage
of image pixels, which belong to contours in the image,
detected by a Canny edge detector, from a gamma
parameter

A histogram provides an idea of a tonal diagram
of the image (or type of image key). In the image
in a lower key, details are concentrated in shadows;
high-key images contain the most details in bright
areas; and in the image in a middle key, details
are concentrated in middle tones. The width of a
histogram represents a tonal range of the image —
the range of colors from the darkest pixels to the
lightest — on a scale from 0 to 255. Pure black (0) is
at the left end of the intensity scale, and pure white
(255) is at the right end of the intensity scale.
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Histograms of the corrected image:Tank

Fig. 9. The family of histograms (3D) of the Tank image at
values of a gamma parameter from 0,1 to 20,0

Ideal from the point of view of color transfer
is the situation when the histogram is distributed
evenly over the entire area of the scale (Fig. 3, b),
i.e. it is placed between the left and right edges
of the histogram more or less evenly or at least
without zero values at the edges. If, after all, similar
zero values of the histogram take place at the edges
(Fig. 3, ¢ in the range of intensity levels 230—255),
then, shifting the histogram in an appropriate di-
rection and removing empty spaces at the edges,
you can significantly improve the image quality —
remove from it cloudy, grayish shades, etc.

To study histograms of images and the effect
of gamma correction on the image quality, the
program was developed. It gives an opportunity to
set the value of a gamma parameter in the range
of 0,1 and beyond with a certain step. The gamma
parameter value of the image to be tested in the
developed software has a value of 1. For certain
studies, this parameter can be changed in one
direction or another and analyze both the image
and its histograms. Fig. 9 presents a 3D family of
histograms of the Tank image at values of a gamma
parameter from 0,1 to 20,0 in steps of 0,1. The
program gives a complete idea of the distribution
of histogram width, intensity values, mathematical
expectation, and variance of intensity depending
on a gamma parameter.

The result of these studies is to determine and
select the best image in terms of ensuring an optimal
segmentation of objects in the image and its visual
representation to the human operator.

Given that a histogram of the image shows
the relationship between intensity levels and
their corresponding frequency in the image, you
can adjust the gamma value based on calculated
histograms, you can see that the range of intensity
expands or narrows. But at the same time, there
is still some share of both the darkest (black) and
lightest (white) pixels (Fig. 2).

From the analysis results of a large number of
test images and their histograms and [15—16], the
following conclusions follow:

= in a dark image, gray levels (and, consequently,
the histogram) are grouped at the lower end of the
intensity scale (Fig. 3,a);

= in a uniformly bright image, gray levels are grou-
ped at the upper end of the intensity scale (Fig. 3 ¢);

= in a brightly balanced contrast image, gray
levels are more evenly distributed over a significant
part of the range (Fig. 3,b);

= a narrow histogram indicates that a tonal range
(and hence a difference between the darkest and
lightest pixels) of the image is too narrow. Most
likely, the image at the same time looks flat enough
and it lacks details and contrast;

= too uneven ridge indicates that colors of
the image are not balanced. Some colors may be
enough in the image, but too few others;

= ifthe left edge of the histogram is a sharp peak,
the image is likely to have shadows cut off (when
shooting or scanning). If the peak is located on
the right edge, bright areas of the image can be
cut off;

= if the “mountain range” is shifted to the
left (towards black, i.e. zero), and the “plain”
stretches to the right, the image is underexposed
(it is too dark);

= if the “ridge” is shifted to the right (towards
white, i.e. 255), and the “plain” is on the left, the
image is overexposed (it is too bright);

= the image with a good balance of dark and light
colors gives a wide “mountain range”, occupying
the entire width of the histogram, quite long and
uniform in height.
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Fig. 10. An example of changing the histogram peak position on the intensity scale of the Tank image depending on a gamma
parameter (hereinafter dotted vertical lines reflect the average values of intensity levels — red and median — yellow)

Based on the above conclusions and analysis as
well as modeling of the effect of gamma correction
on a histogram and visual quality of test images, the
following results were obtained:

1. When changing the gamma value from the mi-
nimum (y_ =0,10) to the maximum (y_ =20,0)
the histogram passes the process of transforming
the shape from the peak near zero bin of the
histogram aty_. to the peak near the 255 bin of the
histogram aty__ (Fig.10).

2. When changing the gamma value from the
minimum value (y  =0,10) to the maximum
(7,,,=30,0), the image changes from “very dark” to
“very bright”.

3. The most favorable image for visual perception
corresponds to the most scattered histogram of the
image (Fig. 3).

Thus, all of the above leads to the conclusion
that the highest quality image in a whole set of
images with different values of a gamma parameter
corresponds to the value of a gamma parameter at
which:

= the image histogram is mostly scattered
throughout the intensity scale, that indicates the
most possible scatter of intensity(variance) and
the greatest dissimilarity of colors in adjacent
areas of images, and hence the presence of more
information in the image;

= the mathematical expectation of intensity is as
close as possible to the average value of the intensity
scale, that ensures compliance with the Chebyshev
inequality when at least 75% of the values of any
distribution are within 2c around the mean value
on both sides [14].

ISSN 2706-8145, Control systems and computers, 2020, N° 6

Also, the practice of applying the “rule of three
sigmas” proves that in its implementation there is
every reason to consider the law of distribution of a
random variable normal. In this case, respectively,
the law of distribution of values of image intensity
is normal with all the consequences: mathematical
expectation, mode, and median take the same
value in some cases.

For more information on the distribution of
intensity levels, it is appropriate to pay attention to
the construction of a cumulative histogram of the
image.

Gamma Correction and

a Cumulative Histogram of the Image

A cumulative histogram of the image is nothing
more than a function of the probability distribution
of intensity levels. A distribution function in
probability theory is a function that characterizes
the distribution of a random variable. In our
case, a random variable is the intensity of pixels,
which takes values from 0 to 255. A value of the
probability distribution function of intensity levels
is a probability that the random variable X (pixel
intensity level) will take a value less than or equal
to x, where x — arbitrary real number.

It is necessary to pay attention once again to the
above-mentioned statements, namely that:

1. the best image corresponds to the value of
a gamma parameter, in which the histogram of
intensity levels is scattered across its width;

2. the value of entropy takes the maximum in
case of equal probability of certain intensity level
occurrence, i.e. when all p(z,) from equation (5)
are equal to each other.
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These two statements lead to the conclusion
that an “ideal” image will be with the following
data: all intensity levels have the same probability
of occurrence and the image histogram occupies
the entire width of the intensity scale from 0
to 255. The probability function, in this case,
takes a piecewise linear view from 256 intervals
(the number of intensity levels) from 0 to 1,0 (or
from 0 to the total number of pixels in the image
without normalization). This conclusion makes
it possible to consider the image with the above
data as an “ideal” sample image to compare the
images corrected by applying gamma correction

12

with an appropriate parameter. The cumulative
histogram of the “ideal” sample-image represents
a graph in form of an up-going staircase with 256
(the number of bins of the image histogram) equal
steps. Approximating the values of the cumulative
histogram of the “ideal” sample-image leads to the
conversion of the histogram into a straight line with
coordinates (0,0) — (1,255) (Fig.11) or an «identity
line» (hereinafter in the figures highlighted by a red
dotted line) [17].
Fig.11 shows how the appearance of a cumulative
histogram of the image changes after adjustment.
Analysis of image histograms shows that the
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corrected image with the corresponding gamma
parameter has the best appearance for visual
representation when its cumulative histogram is
as close as possible to the cumulative histogram
of the “ideal” sample image. The degree of this
comparison can be estimated using the Mean
Squared Error (MSE) that is the average squared
difference between the normalized cumulative
histogram of the “ideal” sample image and the
cumulative histogram of the adjusted image for
each of the intensity levels:

MSEzﬁg[c(k)—Cdf(k)]z, (8)

where c(k) and Cdf(k) are respectively values of the
normalized cumulative histogram of the “ideal”
sample-image and the cumulative histogram of the
corrected image, k — the intensity level.

Thus, having determined the minimum value
of MSE at a certain value of a gamma parameter,
we can say that this value of a gamma parameter
is optimal vy . This value indicates that y  is
the only value from all considered values of a
gamma parameter, which provides the maximum
approximation of value distribution of the image
intensity to the “identity line” of the “ideal”
sample-image (Fig.12).

Experimental Results

Determiningthe optimal value of agamma parameter
Vopt by the proposed method makes it possible to
adjust the quality of images entering a processing
unit of the video analytics system, automatically and
without human intervention. The developed method
for determining an optimal gamma parameter was
tested on a large number of images with different
characteristics and gave good results.

The conducted research of results allows us to
draw the following conclusions:

1. The use of an “ideal” image sample, which
has a uniform distribution of intensity levels across
the intensity scale from 0 to 255, and the same
probability values of intensity levels, as a reference
for comparison is an effective mechanism for
determining the optimal value of a gamma
parameter.

2. The optimal value of a gamma parameter
corresponds to the image for which:

= the most dispersed set of values of intensity
levels throughout the intensity scale;

= values of statistical characteristics of a
probability density function of image intensity
are closer to a normal law of intensity dispersion:
mode, median, and mean occupy positions in the
middle (128) of the intensity scale;

= most levels of image intensity under the
Chebyshev inequality fall in the range from
+ 20 to = 30 on both sides of the average image
intensity;

= percentage of pixels belonging to contours in
the image, which are detected by an edge detector,
for example, a Canny edge detector at 2o, 30,
and hysteresis in the range of 50 + 200, is the
maximum.

3. Variance and standard deviation of the
intensity can in no case be used as a criterion for
selecting the optimal value of a gamma parame-
ter since for images with a wide dynamic range
(for example, the Street image in Fig. 13 and the
Knight image in Fig. 14 the peak of intensity shifts
from the beginning of the scale towards the end
of the scale, as a gamma parameter increases.
This is especially evident in Fig.13,4# and 13,i.
Also, in Fig. 13,4 it is seen that the curve of the
average image intensity disperses with the main
set of intensity values, which forms the image
itself, due to the high peak at the beginning of the
scale. Because of this, there is a situation where
the average value of the image intensity is in the
middle of the scale, the variance is largely due to
peaks on both sides of the scale, and the ability
of an edge detector to detect contours in the
image decreases significantly. It is the proposed
method that allows in such a situation to identify
the optimal value of a gamma parameter with the
most dispersed distribution of intensity levels.

4. Selecting the “ideal” sample image as a
reference to determine the optimal value of a
gamma parameter of adjusted images gives an
additional advantage. Of course, for an image with
a normalized cumulative histogram, a graphical
representation of which is a line (as for the «ideal»
sample image) with coordinates (0, 0) — (1, 256),
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% Contour (Canny) in the image as function from gamma:Street
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Fig.13. Results of selecting the optimal value of a gamma parameter on the example of the Street image: a — the original
and selected adjusted image; b — histograms of the original image; ¢ — histograms of the image with a gamma parameter
(yopt =3,2); d — selection of the optimal gamma parameter (Vom =3,2); e — proportion of image pixels belonging to edges
detected by the Canny edge detector in the image with Vopt =3,2; f— dependence of the average image intensity on a gamma
parameter; 4 — the family of histograms of images at different values of the gamma parameter; i — dependence of the

standard deviation of intensity on the value of the gamma parameter

the average intensity value is 128! Therefore,
to determine the optimal value of a gamma
parameter, you can also use the dependence of the
average image intensity on the value of a gamma
parameter (Fig. 13, i)). This graph indicates that
the intersection point ordinate (X-axis) of the
graph of dependence of the average image intensity
on a gamma parameter with the average level (128)
of intensity scale corresponds to the optimal value
of the gamma parameter Vopt:

Conclusions

A method has been developed for determining the
optimal value of a gamma correction parameter
of the image, which ensures the selection in
automatic mode of the best quality scene image
for further processing. To achieve the set goal of
this work, the concept of an “ideal” image sample
was introduced into the process of determining
the optimal value of a gamma parameter, which
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MSE as a function of Gamma:Lighthouse
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is characterized by the same probability of the
appearance of image intensity levels and the
dispersion of the image histogram over the
entire intensity scale. With such image data, the
probability function of intensity levels takes a
piecewise linear form with 256 intervals (in terms
of the number of intensity levels) from 0 to 1,0 (or
from 0 to the total number of pixels in the image
without normalization). The cumulative histogram
of such an “ideal” image sample represents a graph
in the form of an ascending staircase with 256 (in
terms of the number of intensity levels) equal steps,
and the approximation of cumulative histogram
values of the “ideal” image sample results in the
transformation of the histogram into a straight
line with coordinates (0, 0) — (1,255) (Fig. 11) or
“identity line”.

The method is based on minimizing the root-
mean-square difference between the cumulative
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MMOKPALILEHHA 30bPAXEHDb B CUCTEMAX BIJIEOAHAJIITUKHU

Beryn. JlocsirHEHHSI OCHOBHOI METU CUCTEMMU BiIEOHAHAIITIKi, a caMe, pO3yMiHHSI CLIEHU BUPIILLYETbCS Yepe3 MpoLiecu
BUSIBJICHHST Ta PO3ITi3HABaHHS 00’€KTIB i BCTAHOBJICHHST MPUYMHHO-HACTIIKOBUX 3B’I3KiB Mixk HUMU. EdekTuBHIicTD i
SIKICTb pOOOTH MOIIOHOI cucTeMu Oe3IocepeaHbO MOB’SI3aHO 3 00POOKOI0 BEJIUKOI KiJIBKOCTI 300paXkeHb i He 3aBXIU
BUCOKOI sikocTi. [ToTpeda B ycriliHOMY BUPillIEHHI ITpo0JeMU OTPUMAaHHS SIKICHUX AaHUX, SIK TTOYaTKOBOI JIJAHKW BChOT'O
npoiecy o0poOKU 300pakeHb, MOCUIIOEThCS TUM, IO B CUCTEMaX BiJcOaHAJITUKM TMependavyacThcsi MakKCUMallbHe
YCYHEHHSI JIIOJMHU Bil mpolecy 300py i 00poOKu 300paxkeHb. Lle oOyMoOBIIeHO TUM, 11O Bi€OCUCTEMU OTPUMYIOTh
3aHAATO BEJIUKiI OOCATM Bi€OAAHUX 1 BOHU, SK MPABUIO, HAMIUIIKOBI, a KOHTPOJIb 300paXXeHb i PEryJroBaHHS
ImapaMeTpiB cucTeMU 3 OOKY JIFOMMHU-OTIEpaTopa € MOHOTOHHUM i BaXXKUM, ajie BigmoBimaabHuM. OIHUM 3 BapiaHTiB
MiABUILEHHS e(EKTUBHOCTI CUCTEM O0OpOOKM BimeoiH(opmallii € aBTOMaTUYHUM pexkuM (YHKIIOHYBaHHS, TIPU SIKOMY
JIIOIMHI 3aJIMIIAETHCSI MOKJIMBICTD BTpYyYaHHS JIMIIE JUISI TPUMHSTTS pillleHb B OKPEMUX BUITaJIKaX Ha OCHOBI 300pakeHb,
MOJIMIIEHHS SIKOCTi SKMX Ma€ TaKOX BUKOHYBATUCSI B aBTOMATUYHOMY PEXUMI.

Merta crarri. Cuctemu BifeoaHaIiTUKU (PYHKIIIOHYIOTh B aBTOMaTUYHOMY PEXMMI 3 BEJIMKOIO KiJTbKiCTIO 300paXeHb i
BiZIEOTTOCITIIOBHOCTE Ta 3 MiHIMaJIBHUM BTPYJYaHHSIM JIIOJMHU B IPOIIEC iX 3M00yTTs i 00poOKu. OMHi€I0 3 HABATOMIIITNX
Mpo0OJIeM, BiJl BUPIlLLIEHHS SIKOI 3aJ1e3KUTh €(PEKTUBHICTb POOOTH CUCTEMU BileOAHATITUKY, € SIKICTh 300YTHUX 300pakeHb,
Ha SIKi BIUIMBA€ 6araTo 30BHIilIHIX YMHHUKIB. OTHUM 3 HUX € 3MiHU B PEXXUMi OCBITJIEHHSI CLIEHHU, SIKi CKJIAJHO HE TUTbKU
YCYHYTH, a i mepeadadyuTy (MOToaHi YMOBM, YacOBi 3MiHM, CUTYyallisl B CLIeHi Ta iHIile). 300paKeHHs, 3HSTI B TaKUX
YMOBaX, MICTSITb CIOTBOPEHHSI KOHTPACTY i HU3bKY iHTEHCUBHICTb OCBITJIEHHS SIK YChOTO 300paXKeHHs, TaK i OKpeMUX
1Oro MiSIHOK, MalOTh BY3bKUI TUHAMIYHUI Aiana3oH i cuiibHUiA 1ryM. CKIaaHOLI, 110 BUHUKAIOTh B PE3YJIbTaTi 3MiH
OCBITJIEHHS, IPU3BOASATh HE TUIbKU 10 HEKOPEKTHOI poOOTH BCi€l cUCTEMU, a i1 10 MOBHOIO Biakasy. Bce BullleckazaHe
dopmye MeTy poOOTH, SIKa TOJSATAE B PO3POOII e(PEeKTUBHOIO TIAXOMy J0 3a0e3MeYeHHS CUCTEMU BileOoaHATITUKU
SIKICHUMU 300pakeHHSIMM CLICHU B aBTOMAaTUYHOMY PEXMMi 3 eleMEHTaMU afanTallii 10 3MiH OCBITJIEHOCTi.

MeToau 10CTiIXKEeHHSsT 0a3yl0ThCsl Ha CUCTEMHOMY TTiAXO0/Ii, MTPOrpaMHOMY MOJEIIOBaHHI, aHaTi3i.

Pesyabrat. Po3po0iieHo MeTo/ [UTsl BUBHAUEHHSI ONTUMAJIbHOTO 3HAYEHHSI MapaMeTpa raMMa-KopeKlilii 300paxeHb,
MpU SIKOMY 3a0€3IeUyeTbCs BUOIp B aBTOMAaTUYHOMY PEXMMi HAKHOUIbII SIKICHOTO 300pakeHHSs CLIEHU ISl MOAJIbIIOT
00po6Ku. MeToJ Bipi3HSETbCS 30aTHICTIO TPUBEACHHS SIKOCTI 300paXX€HHS 10 MAKCUMAJIbHO MOXJIMBOTO PiBHS SIKOCTI
B aBTOMaTUYHOMY PEXMMi Ta HASSBHUMU eJIeMEHTaMU aIaliTUBHOCTI 0 3MiH Y PeXKHUMi OCBITJIEHOCTi CIIEHU yBaru.

Bucnosku. Po3po0ieHO MeTon sl BU3HAUYEHHST ONTUMAJIbHOTO 3HAUYE€HHS MmapaMeTpa raMMU-KOpeKilii 300pakeHb,
MpU SIKOMY 3a0€3IMeUyeEThCsl BUOIp B aBTOMATUYHOMY PEXXMMi HaMOiIbII SIKICHOTO 300paskeHHs CLIEHU JUIsI MOJAbIIOL
00poOKHU. [IJ1s1 TOCATHEHHST TTOCTaBJIEHOI METH 11i€l poOOTH B MPOLIEC BU3ZHAYEHHS ONTUMAIbHOIO 3HAaYEHHS MapaMeTpa
raMma BBEICHO TMOHSATTS «iJeaJIbHOTO» 3pa3Ka 300paXKeHHS, SIKe€ XapaKTePU3YEThCS OJHAKOBOIO MMOBIpPHICTIO MOSIBU
PIBHIB SICKPaBOCTi 300paXXeHHS Ta PO30CEPEIKEHHSIM TiCTOrpaMu 300paKeHHs MO BCild 1IKasi SICKPAaBOCTi 300pakKeHHSI.
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Tlpu Takux AaHUX 300paxeHHsT GYHKIIsSE WMOBIPHOCTI PiBHIB SICKPaBOCTI MpHiiMae KYCOUHO-JTiHIMHUIA BUIIISAI 3 256
iHTepBaJiB (3a KiJTbKiCTIO piBHIB sickpaBocti) Bim 0 mo 1,0 (abo Bim 0 3a 3aragbHOIO KiJTBKICTIO TIKCETiB B 300pakeHHi
6e3 HopMadizarlii). KyMyaaTuBHa ricTorpamMa Takoro «ileaabHOTO» 3pa3Ka-300paXkeHHsI TpencTaBisie Tpadik y dpopmi
BUCXITHHUX CXOMIiB 3 256 (3a KiJIbKICTIO PiBHIB SICKPaBOCTi) OMHAKOBUX CXOAMHOK, a allPOKCUMALlisl 3HaYeHb KYMYJISITUBHOL
ricrorpamu «ifieaJlbHOro» 3pa3ka-300paxkKeHHsI TPU3BOAUTD IO MePETBOPEHHS FiCTOrpaMU B MPSIMY JIiHiO 3 KOOpAMHATAMU
(0,0) — (1,255) (puc. 11) abo «J1iHit0 iI€HTUYHOCTi».

B ocHOBi MeTomy JIeXWTh MiHiMi3allisg CepeAHbOKBAAPATUYHOI Pi3HUII MiX KyMYJISTUBHOIO TiCTOTPamMoOl0 CKOpHU-
TOBAHOTO 3a JOTIOMOI0I0 TaMMa-KOpeKllii 300paXKeHHsI Ta BiAIOBIIHOIO TiCTOrpaMoI0 BBEIEHOTO «iealbHOT0» 3pa3Ka-
300paXKEeHHS Y BUTJISIII «JTiHiT iI€HTUYHOCTI».

Pospob6ienuii iHcTpyMeHTapiii BUSHAYEHHSI B aBTOMAaTUYHOMY PEKMMi ONTUMAIbHOTO 3HaYEHHS TTapaMeTpa raMma,
a BilTak i HaliKpalloro 300pakKeHHs AJs Bisyasizallii Ta moaaibliioi 0OpoOKM CYTTEBO MiABUIILYE €(EeKTUBHICTh CUCTEM
BileoaHaITUKK, MPOLIECiB cerMeHTallil Ta 00poOKM 300pakeHb 32 PAXyHOK 3HMXKEHHSI HEraTMBHOIO BIUIMBY PEXUMY
OCBITJICHHSI CLIEHU Ha SIKiCThb 300pakeHb.

3amnporoHOBaHU METO[ BiIPi3HSIETHCS 3MATHICTIO TIPUBENEHHS SKOCTi 300paskeHHsT O MaKCUMaTbHO MOXKIBOTO
PiBHSI SIKOCTi B aBTOMAaTUYHOMY PEXMMi Ta HASIBHUMU €JIeMEHTaMU aallTUBHOCTI 0 3MiH Y PEXUMi OCBITJIEHOCTI CLIEHU
yBaru. EpekTuBHiCTh METOMLY 103BOJISIE 3aCTOCOBYBATH OT0 10 IIMPOKOTO CIIEKTPa 300pakKeHb i BilleOMOCTiIOBHOCTE.

Karuogi caosa: eamma-kopekuyis, noKkpaweHHs 300padcents, cucmema 6i0e0aHarimuKu, eamma napamemp, 2icmozpama,
KoMn 1omepHuil 3ip, ceecMeHmauis.
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