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PROBLEM OF CONSTRUCTING THE GMDH NEURAL
NETWORKS WITH ACTIVE NEURONS

Characteristics of the existing neural networks of GMDH with active neurons are given and their main advantages and disadvan-
tages are analyzed. Two approaches of increasing efficiency of inductive construction of complex system models from statistical
data based on a new hybrid GM D H neural networks with active neurons using methods of computational intelligence are proposed.
Effectiveness of these networks are compared with classical approaches on artificial inductive modelling tasks (noisy linear and

nonlinear models).

Keywords: inductive modeling, GMDH neural network, active neurons, computational intelligence, genetic algorithms.

Introduction

The Group Method of Data Handling (GMDH)
[1—4] is one of the most successful methods of in-
ductive modeling methods which extract knowl-
edge directly from the data based on experimental
or statistical measurements. It is used in various
tasks of data analysis and knowledge discovery,
forecasting and systems modeling, classification
and pattern recognition.

Main GMDH advantages are as follows [5]:

= the model structure and its parameters are
found automatically; optimal complexity of the
model structure is found adequately to the noise
level in data sample.

= the method uses information directly from a
data sample and minimizes the impact of a priori
assumptions on the modeling results;

ISSN 2706-8145, Control systems and computers, 2022, N° 2

= relationships in data are found and informative
input variables are selected;

= the model structure and its parameters are
found automatically;

= optimal complexity of the model structure
is found adequately to the noise level in the data
sample;

= any non-linear functions or factors that could
affect the output variable are used as input variables
(arguments).

As of today, a great variety of GMDH algo-
rithms of the sorting-out and iteration types was
developed and explored [6—8 2, 3]. The sorting-
out algorithms are effective as the tool for struc-
tural identification but only for limited number
of arguments. Iterative GMDH such us the MIA
GMDH is effective data mining tool developed
by O. Ivakhnenko in 1965 as multilayer deep feed
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forward neural network (NN) with unlimited num-
ber of layers which settings during learning process
[9, 10]. These algorithms are capable of working
with a lot of arguments but often need too much
time to achieve desired accuracy. Currently the
most effective GMDH neural network is GIA with
"active neurons" [11—15] with optimization of
every partial model structure by combinatorial
algorithm [6—S8] to avoid inclusion of spurious
arguments in the final model and overfitting the
model complexity. However, such optimization
needs to sort-out all models structure, which would
require a lot of computational time.

It is known [17] that hybridization of neural net-
work and genetic algorithm (GA) [18—21] isa good
way to combine their strengths, speed up training
process of neural networks and obtain better mo-
delling results.

To enhance GIA GMDH algorithm two novel
versions of this algorithm “with active neurons” are
proposed in this paper. The first one performs opti-
mization of every partial model structure by genetic
algorithm, whilst the second one optimizes all par-
tial model structures simultaneously using GA. To
verify the effectiveness of proposed algorithms they
are compared to multilayered perceptron and GIA
GMDH on artificially generated data of different
complexity.

General characteristics of the GMDH
as an inductive method of model
building

The main goal of GMDH network is to fit the gi-
ven data using a feed-forward network of the spe-
cial type, where each neuron has a second-degree
transfer activation function. The method uses in-
formation directly from a data sample and mini-
mizes the a-priori assumptions impact an author
on the modeling results; finds regularity in data and
selects informative input arguments; automatically
finds the model structure and its parameters.

Any GMDH algorithm solves a discrete optimiza-
tion task to construct the optimal complexity mod-
el by the given external criterion minimum based
on the data sample separation:

f" =argmin CR(f),

fed

where CR is a selection criterion as a measure of the
quality of the model 7 e @ quality.

A model selection criterion is called “external”
if it is based on additional information that is not
contained in the data used for calculation of model
parameters. The models set @ being explored can
be formed using iterative and sorting-out model
structures generators of diverse complexities which
differ by variants generation techniques and orga-
nization of a given external criterion minimum
search based on additional information that is not
contained in the data used for calculation of model
parameters.

For realizing the external supplement principle,
the parameter estimations by the least squares
method LSM (usually) and criteria values are cal-
culated on various sample W =[X,y] parts, where
X, y are matrix and n measurements vector of m
arguments and one output respectively. The in-
put sample W splits into training (4) and check-
ing (B) subsets. The regularity criterion calculated
for a model f e @ is most commonly used among
GMDH criteria:

2 ~ 2
ARy () =] v5 =5, D =] 3s = X0, [

2
s

ARB‘A(f):| 2:||yB_XB/§Af|

and means "the error of the model f (-) on dataset
B with parameters obtained on 4", and X o X g are
the submatrices of the matrix X that contain co-
lumns that correspond to a partial model f € ® be-
ing considered.

Building bricks of the iterative GMDH algo-
rithm are simple initial models with the polynomial
partial description. Such models can be considered
asthe GMDH neural network elementary neurons.
The network originality with such neurons consists
in high speed of the process of local adjustment of
neuron weights and automatic global optimization
of the network structure (number of units and ite-
rations or hidden layers).The GMDH NN solves
discrete optimization problem by successive ap-
proaching to the criterion minimum using a net-
work-type procedure based on the analogy with the
biological selection of living organisms: the models
complication on a layer arise due to the pairwise
"crossing” F best models from the previous layer.

Ya _.)73\/1
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The complication process stops after the value of
criterion starts to increase.

Previous researches of the GMDH
neural networks with active neurons

Presently, the classical multilayered iterative algo-
rithm MIA GMDH [1—4] is the most widely
known. However it has some substantial drawbacks:

1) possibility of loss of informative arguments if
they were eliminated at the beginning of the selec-
tion procedure;

2) inclusion of spurious arguments to the final
model if they were included at the beginning of the
selection procedure;

3) exponential growth of the polynomial degree
(1, 2, 4, 8, ...) due to using the non-linear (qua-
dratic) partial description, and others.

To enhance the efficiency of the iterative GMDH
algorithm, various modifications of MIA have been
proposed in different periods of its evolution. Main
variants of them are presented below.

To enhance the efficiency of the iterative
GMDH algorithm, various modifications of MIA
have been proposed in different periods of its evo-
lution [15, 16].

In all kinds of standard (passive) neurons, any
mechanisms of optimization of the set of input
variables are not used, only parametric optimiza-
tion is performed. The mechanisms are realized
in the complex process of self-organization of the
whole system of many neurons in general.

A combined method was proposed by prof.
Ivakhnenko in [23] extending the theory of self-
organization from fixed passive structures to active
neural networks. An algorithm known as “neural
network with active neurons” [23—28] is used in
the GMDH architecture. Both multilayered and
combinatorial GMDH algorithm can be used as
active neurons; that leads to increasing the accu-
racy and reducing the calculation time.

The advantage of GMDH neural networks with
active neurons as compared to the conventional
neural network with uniform neurons consists in
that self-organizing of the network is simplified:
each neuron finds necessary connections and its

own structure in the process of self-organization.
The idea of active neurons served also as the ba-
sis for generalization of the previous modifications
in order to significantly improve the efficiency of
iterative GMDH algorithms such as GMDH-type
neural network with feedback [29], Group of Adap-
tive Models Evolution [30—31], Hybrid of Diffe-
rential Evolution and GMDH for Inductive Mo-
deling [32]. These algorithms eliminate only some
of the shortcomings of MIA GMDH. An Genera-
lized Iterative Algorithm GIA GMDH [10—16]
algorithm was developed to removing all three pre-
viously mentioned shortcomings. For this purpose,
the algorithm uses:

= enabling the use of the initial arguments in
each layer to prevent losing the relevant ones in the
multilayer self-organizing process;

= using the idea of active neurons by performing
the optimization of every partial model structure by
combinatorial algorithm to avoid inclusion of spu-
rious arguments in the final model and over fitting
the model complexity;

= using various partial descriptions in the form of
linear, bilinear or nonlinear functions on different
layers;

= enabling to a user applying different modes of
the modeling process.

This algorithm makes it possible to get the follo-
wing basic variants of the GMDH algorithms of
iterative type:

1) classical MIA GMDH algorithm with the
use of pairwise combinations of only intermediate
arguments;

2) an algorithm with adding to intermediate
arguments only initial ones;

3) an algorithm with equal usage of both the
intermediate and initial arguments in the partial
descriptions;

4) in any of the three variants, the optimization
of every partial model structure by combinatorial
algorithm may or may not be used;

5) in the case of using the optimization, this
architecture becomes a typical hybrid algorithm
with active neurons.

Due to these features the GIA algorithm with
quadratic partial description can build linear, bili-
near and nonlinear models of complex systems and
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selection

Fig. 1. The generalized architecture of GIA GMDH

processes. Let's consider its description in more
detail.

GIA GMDH algorithm description

Formally, in general case, a layer of the GIA
GMDH may be defined as follows [16]:

1) the input matrix is X,,; = (3, ,--s Vs X;5eer X, )
for alayer r+1, where x,...,x,, x,,...,x,, are the ini-
tial arguments and ylr yeens y; are the intermediate
ones of the layer 7;

2) the operators of the kind

=00y )i=12,....ClL i j=1F,
=G0 ) i=L2,  Fm, i=LF, j=1m

may be applied on the layer 7+ 1 to construct linear,
bilinear and quadratic partial descriptions:

z=f(u,v)=a, +au+a,v; (1)

z= f(u,v)=a, +au+a,v+a,uv; 2

-\

Ybest model

selection

z=f(u,v)=a, +au+ay+auv+au’ +ayv’;(3)

3) for any description, the optimal structure is
searched by combinatorial algorithm (see below
equations)

z=f(u,v)=a,d, +adu+a,d,v; )

z= f(u,v)=ayd, +ad,u+a,d,v+a,duv; (5)
z=f(u,v)=a,d, +ad,u+a,d,v+

+a,duv +ady’, (6)

where d, €{0,1} are the elements of the binary

structural vector d and values 1 or 0 mean inclu-

sion or not a relevant argument. Then the best

model will be described as f(u,v.d,,), where

dopt = arig:gin CRi’ q = 217 - 1’ .fopl (H,V) = f(u5v9 dapt) ’

4) the algorithm stops when the condition
CR" > CR"" is true. Here CR", CR"™" are criterion
values for the best models of (»—1)-th and r-th la-
yers respectively. If the condition holds, then stop,
otherwise jump to the next layer.

The GIA structure is schematically represented
in the Fig. 1.
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Table 1. Comparison of algorithms measures for test noisy
linear model

Algorithms
MLP GIA GIGA MIGA
Measure
MAPE 0,116 | 0,035 0,041 0,051
R2 —1,331 | 0,906 0,935 0,949
MSE 0,085 0,028 0,025 0,01
Time,sec, 15,47 | 14,312 | 11,711 8,752

Currently, GIA GMDH is one of the most
effective GMDH NN, but it still needs to increase
the speed and simplify the calculation schemes.
Forthispurpose, thefollowing 2 modificationsofit-
werecreated.

Construction of a new class of
GMDH neural networks with active
neurons using genetic algorithm

The general workflow of the first modification of the
generalized GMDH (Generalized Iterative Genetic
Algorithm or GIGA)

1) Only partial descriptions of the full form (3)
are considered.

2) The parameters of each node are evalu-
ated using Least Squares Algorithm. Using direct
search,the best m candidates from each layer are
selected

3) The structure of these nodes is optimized
according to the equation (6) using genetic opti-
mization.

The general workflow of the second modification of
the generalized GMDH(Meta-generalized Iterative
Genetic Algorithm or MIGA)

Let us have m outputs on the current layer of
the neural network. We optimize all functions of
the form (6) of the layer simultaneously using the
genetic algorithm. It is proposed to encode each
function in the form of a binary vector of length 7.
The first two components determine input varia-
bles that we include into the function, the next 5
components determine the values of d2-d6. For
example, if we have 5 outputs x,X,,...,X5, the
function can be specified by the vector (3,4,1,
1,1,0,0) which is decoded as the function

Table 2. Comparison of algorithms measures for test non-
linear data

Algorithms
MLP GIA GIGA | MIGA
IMeasure
MAPE 0,178 0,135 0,128 |0,118
R2 -0,215 0,742 0,776 10,810
MSE 0,320 0,172 0,17 0,126
Time,sec 18,045 17,17 | 20,37 |5,389

a, + a,x, + a,x, + a,x,x,. The first two components
have to be integers in the interval 1,m, while the
other components are binary.

We use mean squared error as a fitness function
of each individual [1—3]. We use standard GA [19—
22] only with mutation operator and elite selection
operator.

Computational experiments and
results

The purpose of these experiments is to compare
the efficiency of such algorithms: Multilayered
perceptron, GIA, proposed GIGA, and proposed
MIGA. These algorithms are compared using such
measures [8]:

1) Mean squared error;

2) Mean average percentage error

3) R2 score

4) Working time of the algorithm (sec.)

We split the data into three subsets: training
(60%), checking (30%), validation(10%). We esti-
mate the coefficients of GIA, GIGA, and MIGA
algorithms using training data, and select the best
models using testing data. Classical neural network
uses both training and checking data during fit
procedure. We validate and compare results in this
chapter using validation data.

The research was carried out for noisy linear and
nonlinear models with artificially generated data.
Both datasets consist of 110 observations and 20
variables. All independent variables are from uni-
form distribution with zero mean value and unity
standard deviation. Dependent variable of the li-
near noisy model has 10% of uniformly distributed
noise [17]. Optimal model include 9linear terms
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(for nonlinear model we add three nonlinear terms,
namely x,x,, x,X,x,, X5

The results of compared algorithms on the test
linear noisy data are given in the Table 1. The worst
algorithm is undoubtedly MLP neural network.
It can be explained by the fact that MLP neural
networks has a lot of parameters (weights) which
causes model overfitting. The best algorithm is
MIGA, which is closely followed by GIGA algo-
rithm. It is faster and more efficient. Classical GIA
algorithm works not so efficient because during the
optimization we consider only the full form of the
neuron functions, which slows down convergence
to the optimal model.

The obtained corresponding results are given in
Table 2 and show similar results to ones presented
in the previous table. As nonlinear model is more
complex, efficiency measures for all algorithms are
worse than in previous case. However, relative effi-
ciency still follows the same order: MIGA is the
best algorithm, GIGA is the second best one.

Conclusion

Results presented above demonstrated improving
the efficiency of complex systems modeling based
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[MPOBJIEMA KOHCTPYIOBAHHS MIT'VA HEMPOHHUX MEPEX
3 AKTUBHUMU HEMPOHAMMU

Beryn. HeiipoHHi Mepexi Ha OCHOBI 0araTopsiiHOTO iTepallifHOro ajJropuTMy TPYNOBOTO BpaxyBHHSI apryMeHTIB
(BIA MI'YA) € edheKTUBHUMU iHCTpyMEHTAMU JJIS BUPIlLIEHHS aKTyaJlbHUX MPOOJIeM MPOTHO3YBaHHS, aHai3y JHaHUX,
po3srnizHaBaHHs 0o0pa3siB, KjaacTepu3allii, Kjiacugikaiiii Touro. IcHye 6araTto TumiB HelipoHHUX Mepexx MI'VA, po3podka
SIKMX CTIPSIMOBAaHA Ha MiABUIIEHHS e(eKTUBHOCTI iHIYKTUBHOI TOOYIOBY MOJIeJiell CKIIaHUX CUCTEM 32 CTATUCTUIHUMU
naHumMu. OCHOBHUMM HeNOJIKaMU KJACUYHOI HelpoHHOI Mmepexki MI'YA €: MOXIUMBICTH BTpaTv iH(OpMaTUBHMUX
apryMeHTIB, SIKIII0 BOHU OyJI BTpayeHi Ha IoYaTKy MOIIYKY; MOXKJIUBICTB (hikcallii HeiH(hOpMaTUBHUX apIyMEHTIB, SIKILIO
BOHM OyJIM BKJIIOUEHi Ha MOYATKY MOIIYKY; EKCITOHEHIiliHe 3pOCTaHHSI CTeMeHs MoJiHOMa B KBaApaTUYHOMY OITUCI; 3i
30LIbLIEHHSIM KiJIbKOCTI iTepalliii BUXiJIHI BEKTOPU KpalllUX MOJEJICH CTal0Th BCe OiJIblll KOPEJIbOBAHUMU, 1O TOTIpIILyE
00YMOBJIEHICTb CUCTEM PiBHSIHbB JUIS1 OLIIHKY TTapaMeTpiB.

JIns ycyHeHHST HeloJiKiB KiacuyHoro aaroputMy MI'VA Oyno po3po0JieHO y3arajlbHeHUi iTepalliiiHuili aaroputMm
MI'VA, saxuii 6a3yeTbcsl Ha TOEIHAHHI ileil 111010 30epekeHHs MOYaTKOBOI 0a3u MOAENIOBAHHSI Ta 3aCTOCYBaHHS
onTUMi3alii CKJIAIHOCTI JO YaCTMHHUX MOJeNeil 3 BUKOPUCTAHHSIM TaK 3BaHUX <«aKTMBHUX HEUPOHiB» 3 Pi3HOIO
CTPYKTYPOIO, SIKAa ONTUMI3YETbCsI KOMOGIHATOPHUM anroputMoM MIYA. Moro okpemMumu BUMAIKaMU € alrOPUTMU
0araTopsiIKOBOIO Ta pejlakCcalliiiHOTO TUIIiB, a TAKOX JesIKi TUIU iTepalliiHO-KOMOIiHATOPHUX (TiIOPUIHUX) AJITOPUTMIB.

VY wiit pobOTI AOCHIIXKYIOTBCS TepeBaru Ta HEeIOJiK/ iCHYIOUMX apXiTeKTyp HeMpoHHUX Mepex Ha ocHoBi MI'VA 3
aKTUBHUMM HEMpPOHAMU 3aJisl MOAAIBIIOT0 YIOCKOHAJIEHHS aJrOpUTMiB iX 1mooymoBu. Takox y poOoTi po3pobieHo Ta
JIOCJIIIXKEHO ABa aJITOPUTMM OINTUMI3allii y3arajbHeHol Heiipomepexi MI'YA 3 akTHBHUMM HEPOHAMU 3 BUKOPUCTAHHSIM
TE€HETUYHOTO aJITOPUTMY.

MeTo10 CTATTI € TOCITiIXKEHHS IepeBar Ta He0JiKiB HassBHUX apXiTeKTyp Helipomepexx MI'YA 3 aKkTHBHUMU HEPOHAMU
Ta MiABULIEHHS IXHbOI1 €()EKTUBHOCTI MPU iHAYKTUBHII MOOYA0BI MOME/Iel CKIIAAHUX CUCTEM 3a CTATUCTUYHUMU JTaHUMU
Ha OCHOBI IXHBOI TiOpuAKM3allii 3 FCHTUMHUMU aJITOPUTMAMU.

Metoau. Y poOOTi ITpeCcTaBIEHO OIKC OCHOBHUX HelipoMepexk MI'YA 3 akTMBHUMU HEMpPOHAMMU.
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Pesyasratu. [TogaHo xapakTtepucTuky HasiBHUX HelipoMepexX MI'VA 3 akTuBHMMU HelipoHamu, MpoaHasli30BaHO iX
OCHOBHI TiepeBaru Ta Hemomiku. Cepell OCHOBHUX HeNOJIKiB Heiipomepexi MI'YA BusiBI€HO Taki: eKCTIOHEHIiHUIA
piCT cTemeHs TOJiHOMa B KBaJApaTWYHOMY YAaCTUHHOMY OITMCi, MOXJIMBICTh BTpaTH iH(GOPMATUBHUX i 3aKpillJICHHS
HeiH(pOPMaTUBHUX apIyMEHTIB B MOZCIII.

3anpornoHOBaHO JiBa MiAXOAW IO MiABUILEHHS e(DEeKTUBHOCTI y3arajibHeHOro ajroputMy MI'VA 3 BUKOpUCTaHHSIM
TeHETUYHOTO aJITOPUTMY.

BucnoBKu. Y cTaTTi HaBeIeHO pe3y/IbTaTH aHATi3y OCHOBHUX IepeBar Ta HeJI0JIiKiB iCHyIouUnX HelipoHHUX Mepexk MT'YA
3 aKTUBHUMH HEIipOHAMU. [XHIM OCHOBHIM HEIOIiKOM € BUKOPUCTAHHSI IeTePMiHOBAHUX METO/IiB ONTHMi3allii Hei{pOHiB,
1110 TTPU3BOIMUTH 10 BUKOPUCTAHHS BEJIMKOI KiIbKOCTI 00YMCTIOBAIbHUX i YaCOBUX pecypciB. [l 1l ycyHeHHST po3po0JieHO
JIBa MiIXOAW OO0 IMiABUILIEHHS e(eKTUBHOCTI iHAYKTUBHOI MOOYI0BY Mojesiei ckianHux cucrteM. Lli minxonu 6a3yioTbes
Ha 3aCTOCYBaHHi TeHETUYHUX aJITOPUTMIB JI0 3aJa4i MOLIYKY ONTUMAaJIbHOI CTPYKTYPHU y3arajJbHeHOro ajroputmy MI'VA
3 «aKTUBHUMU HENPOHAMI».

Karouoei caoea: indykmusne modenrosanms, neiipomepexca MI'YA, akmueni Heliponu, 004UCAIO8ANbHUTI IHMENCKM, 2eHEMUYHT
aneopummi.
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