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RECOGNITION OF HANDWRITTEN TEXTS
ON IMAGES USING DEEP MACHINE LEARNING

The article is devoted to the aspects of using deep machine learning to recognize handwritten text containing letters of
the Latin alphabet and numbers. Software has been developed that recognizes handwritten text. A convolutional neural
network consisting of 13 layers was trained for 50 epochs on images of 814255 characters taken from the EMNIST da-
taset. The prediction accuracy was 0.9468, the response rate was 0,9673, the Fl-index reached 0.9429, and the average

processing time of one image was 1.15 seconds.
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Introduction and Statement
of the Problem

In an age where information technology is rapidly
developing, the ability to convert images to text us-
ing optical character recognition (OCR) is becom-
ing an important tool in the digitization process.
OCR allows computers to convert various types of
images that contain text into editable and searcha-
ble formats such as TXT or DOC.

The purpose of this work is to develop a neural
network and appropriate software for recognizing
handwritten texts on images.

For this, it is necessary to solve the following tasks:

= determine the requirements for the neural net-
work and the developed software;

= develop a recognition algorithm, a neural net-
work and the corresponding software;

= analyze the neural network and software.

An Application for Recognizing
Handwritten Texts on limages
Bbased on Deep Machine Learning

Neural Network Requirements.The neural net-
work must recognize handwritten text written in
any language that uses the Latin alphabet and
numbers.
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Software Requirements

The software must allow the user to:

= upload images;

= recognize handwritten text on the image;

= save the recognized text.

Algorithm for Recognition of Handwritten Test
on Images

This algorithm includes steps such as loading an
input image, transposing it, inverting it, character
detection and segmentation, neural network ana-
lysis, and then text recognition and composition.

Design and Implementation
of Neural Networks and Software

To design and implement a neural network and soft-
ware, it is necessary to perform the following steps:

1. choose a dataset for neural network training
(dataset);

2. carry out preliminary image processing (pre-
processing);

3. design a neural network (methods);

4. programmatically implement the recognition
algorithm with a neural network and the corres-
ponding software (software implementation);

5. conduct training and network testing (results).

The specifics of each step are described below.

1. Dataset (Dataset)

For training the neural network, data was taken
from the EMNIST (Extended Modified National
Institute of Standards and Technology) dataset [1],
which is widely used in machine learning and
computer vision. Designed as an extension of
the classical MNIST, EMNIST includes not only
numbers but also handwritten Latin letters, inclu-
ding both upper and lowercase letters. This makes
EMNIST more comprehensive and suitable for
tasks that require recognition of not only numbers,
but also the entire alphabet. A special feature of
EMNIST is its extended variety and number of
samples, which provide a high level of challenges
for classification and pattern recognition algo-
rithms. The images in EMNIST, like MNIST, are
28x28 pixels in size, but include a much larger
number of writing styles, allowing the model to be
trained to recognize a wider range of handwritten
characters.

Invert
image

Input
image

Trgnspose
image

| Character
detection

-

Model
inference

Character
segmentation

Recognize
and complite text

Fig. 1. The sequence of steps of the text recognition al-
gorithm on images

The EMNIST ByClass dataset contains 814.255
character samples that are distributed among 62
unbalanced classes [1]. Each class represents a
unique symbol or letter assembled from a variety
of sources, including numbers, uppercase and lo-
wercase letters of the Latin alphabet. Class imba-
lance in this context means that the number of
samples in each class is not the same, which creates
additional challenges for machine learning algo-
rithms in character classification and recognition,
as the models need to learn to identify characters
even from underrepresented categories.

2. Preprocessing of images

Image preprocessing is an important step in pre-
paring images for analysis. It includes normaliza-
tion (such as brightness and contrast correction),
Otsu binarization or adaptive binarization, and de-
noising (application of filters such as median or
Gaussian). These methods allow you to correct or
reduce the influence of variable factors that can
negatively affect character recognition.

Pixel intensity normalization is implemented by
converting the original pixel values, which range
from 0 to 255, to a range from 0 to 1. Mathemati-
cally, this is expressed using the formula:

Xnorm = X/255.

This approach ensures homogeneity of data
and contributes to more effective training of the
model [2].

The next step is to center the data, where the
average value of each pixel is shifted to zero. This is
done using a formula:

X = Xcenter — 1,
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Fig. 2. Convolutional network architecture

where p is the average pixel value of the entire da-
taset. Centering the data helps to reduce the inter-
nal bias of the model during training.

Data standardization is done by scaling the pixel
values so that they have a standard deviation of
about 1. This process can be expressed through
the formula:

Xstand = (X—p)/o,

where G is the standard deviation of pixel values.

Image binarization is an important part of the
processing process because it converts images to
black and white, making them easier to analyze.
This step is particularly effective in cases where the
images have different levels of illumination or con-
trast [3].

Noise removal using median and Gaussian fil-
ters is necessary to improve the quality of images,
which directly affects the accuracy of character
recognition. This approach allows the model to fo-
cus on the key features of the image.

Contrast enhancement is also an important step
because it improves the distinction between text
and background, which is important for accurate
recognition.

3. Methods. CNNs are noted for their high accu-
racy in recognition and classification tasks, outper-
forming traditional deep learning approaches in
many areas [4—11]. From automatic face recogni-
tion to social media image classification, CNNs
demonstrate their ability to adapt and learn from
complex data sets, providing accurate and reliable
results.
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The advantages of using CNN are as follows:

= feature extraction: CNNs naturally identify
visual patterns and extract local features important
for handwritten character recognition, even with
changes in size, style and noise;

= scalability: CNNs are effectively trained on
large data sets, which contributes to increasing ac-
curacy as the amount of training data increases;

= robustness: CNNs can be trained to be robust
against distortions, blurs and noises commonly
found in scanned documents.

The developed architecture of the neural net-
work is presented in Fig. 2.

Characteristics of a Neural Network:

1. Conv2D (32 filters with kernel size 3). This
first layer is convolutional. It uses 32 3x3 filters
(or kernels). This layer is designed to extract low-
level features such as edges and corners from input
images. Mathematically, this process can be de-
scribed as:

fij =X 1(i+u, j+v)Kuv V-1v=0U-1u=0,

where I is the input image, K is the filter kernel,
and f is the output characteristic.

2. MaxPool2D. This is the maximum convolu-
tion layer that follows the first convolutional layer.
It reduces the spatial dimensions (i.e., height and
width) of the input feature maps, effectively redu-
cing the size of the input representation and redu-
cing the computational burden.

3. BatchNormalization. This layer normalizes
the activations of the previous layer on each batch,
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that is, it applies a transformation that keeps the
mean activation close to 0 and the standard devia-
tion of the activation close to 1. Batch normaliza-
tion helps to speed up the training process and re-
duce sensitivity to network initialization.

4. Conv2D (64 filters with kernel size 3). This is
the second convolutional layer with 64 filters, each
also 3x3 in size. This layer further processes the
features extracted by previous layers.

5. BatchNormalization. Another batchwise nor-
malization layer that follows the second convolu-
tional layer.

6. MaxPool2D. A second layer of maximum col-
lapse to further reduce feature maps.

7. BatchNormalization. Another layer of nor-
malization by parties.

8. Conv2D (256 filters with kernel size 3). This is
a deeper convolutional layer with 256 filters, in-
dicating the increasing complexity of the features
extracted as we move deeper into the network.

9. BatchNormalization. A batchwise normaliza-
tion layer that follows the third convolutional layer.

10. Conv2D (256 filters with kernel size 3). An-
other convolutional layer with 256 filters, similar to
the previous one, for further feature extraction.

11. GlobalAvgPool2D. This layer performs glo-
bal mean convolution on the feature maps. Instead
of aligning feature maps and passing them through
fully connected layers, global average convolution
directly computes the average of each feature map,
reducing the total number of parameters and com-
putations in the network [7].

12. Dense (256 units with ReLU activation). This
is a fully connected layer with 256 units. A ReLU
(Rectified Linear Unit) activation function is used,
which introduces nonlinearity into the network,
allowing it to learn more complex patterns.

13. Dense (62 units with softmax activation).
The last layer is a fully connected layer with 62
units where the softmax activation function is
used. This layer is used for multiclass classification
tasks where 62 units correspond to 62 different
classes. The softmax function outputs the probabil-
ity distribution for these 62 classes.

Neural Network Training:

The model is trained using the stochastic gra-
dient descent method [4]. This method is a fun-

damental algorithm for training neural networks,
including convolutional neural networks. SGD
optimizes the model weights by adapting them
in such a way as to minimize the loss function.
The basic idea of SGD is to gradually adjust the
model weights based on the gradients of the loss
function.

The model was trained for 50 epochs, indicating
a balance between needing sufficient time to train
the network and avoiding overtraining, which
could lead to overtraining. Using a batch size of
100 samples provides an efficient use of computing
resources, allowing the model to process a suffi-
cient amount of data in one step while maintaining
variability in the training process. Applying a 10%
percentage of the data for validation ensures that
the model is regularly evaluated on previously un-
seen data, which is important to test its ability to
generalize and prevent overtraining. Additionally,
learning optimization techniques such as early ter-
mination, monitoring the learning process through
callbacks, and dynamically reducing the learning
rate were used in the model.

Evaluation of the Efficiency of the neural network:

The following metrics are used to evaluate the
effectiveness of the model:

= accuracy;

» feedback;

= F1 measure;

= average processing time of one image.

Accuracy is defined as the ratio of the number of
correctly classified samples to the total number of
samples [8].

Feedback indicates the ability of the model to
detect all relevant cases in the dataset, regardless
of whether they were correctly classified [8]. A
high response means that the model effectively
identifies most or all of the handwritten characters
present in the test data

The Fl-measure is a harmonic mean between
accuracy and response that provides a balanced
assessment of these two important metrics [8].

The average processing time of one image is cal-
culated based on the processing time for each in-
put sample.

4. Software implementation.The web applica-
tion has a modular architecture. According to the
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application requirements described above, it con-
tains the following modules:

» The data processing module, which prepares
the data for further processing by the machine
learning module, transforming and standardizing
it to the appropriate format.

= A machine learning module responsible for
building, training and evaluating deep learning
models.

= A GUI module that provides an interface for
entering handwriting and viewing recognition
results.

» Handwritten character recognition module,
which passes data to the machine learning module
and returns recognition results.

= A visualization module used to analyze and
evaluate the effectiveness of the machine learning
module.

= Test modules for testing application functions.

The Python programming language was used to
implement the convolutional neural network and
software due to its easy and intuitive syntax and ac-
cess to libraries for working with large volumes of
data and for image processing. The TensorFlow
framework, Keras, NumPy, Pillow, OpenCYV, idx-
2numpy, Scikit-learn, Matplotlib, Tkinter libraries
were used.

The Flask-based web interface allows users to
upload images and instantly receive recognition
results. The results are displayed to users in an un-
derstandable format, after which they can be used
for further processing or analysis.

5. Results. For the experimental comparison,
the method of optical character recognition using
the LeNet-5 neural network, which is traditionally
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POS3IMISHABAHHA PYKOIIMCHUX TEKCTIB HA 30OBPA’KEHHAX
I3 BUKOPMCTAHHAM ITIMBMHHOI'O MAIIMHHOI'O HABYAHHA

Bcryn. PosnisHaBaHHA pyKONMCHOTO TEKCTY € aKTya/lbHOIO 3ajlayelo, pillleHHs sAKOI CIpusAE CTBOPEHHIO HOBUX
IpOrpaMHUX CUCTeM aBTOMATM3alil Ta OITMMi3anii 6araTbox IpoLeciB y pisHUX cepax TOfCbKOr0 XUTTA. Y cTarT-
Ti BUCBIT/IEHO aCIIeKTV BUKOPYCTaHHA [IMOOKOTO MAllITHHOTO HaBYaHHA IS pO3Ii3HaBaHH:A PYKOIVICHOTO TEKCTY,
1[0 MiCTUTB JIiTepy IATMHCHKOrO anasiry Ta undpu.

Mera crarti. MeTot0 gaHOI po6OTHM € PO3POOTEHHS HEPOHHOI MepexXXi Ta BifIOBIJHOTO IIPOrpaMHOTO 3a6e3-
HeYeHH [/ PO3Mi3sHaBAaHHA PYKOIMCHOTO TEKCTY 3 TATMHCHKMMI JIiTepMu Ta U paMIuL.

Metopu. O6paHo fjataceT IjIsd HaBUYaHHA HEllPOHHOI Mepexi. 3/iiiCHeHO MmovaTKoBe 0OpOOIeHH JaHMX, sKe
HoJIATa€ y HopMaiisanii, 6inapusanii sa Metogom Ony BuganeHHi myMmy. CIpOEKTOBaHO 3TOPTKOBY HEIPOMEPEXY,
o CKIafjaeThes i3 13 mapis. Heitpomepeska Ta BigmosinHe 113 peanizoBaHo mporpaMHo. 37iiiCHEHO TPeHYBaHHSA
Mepexxi mpoTArom 50 ernox Ha MHOXKMHI 814255 cuMBOTIiB, B3ATHX i3 matacety EMNIST.

Pesynbrar. [locArayTo TOUHiCTh poruosysannsA 0,9468, yactora Bignosize cknana 0,9673, nokasuuk F1 gocar
0,9429, cepenHiit yac 06poOKM OFHOTO 300paskeHHs CTaHOBUTD 1,15 cekyHau. Pospobieno nporpamue 3abesmnedeH-
HA JI/IA pO3Ii3sHaBaHHHSA PYKOIIMICHOTO TEKCTY i3 BUKOPUCTaHHAM JIATMHCBKOTO andasiTy Ta mmdp.

Bucnosku. HeitpoMmepeska Moxke OyTI BUKOPMCTaHA J/Is pO3IIi3HABaHH:A PYKOIMCHOTO TEKCTY B iHIIMX JJOfaT-
KaX, BK/II0YaIo4y MOOiIbHI Ta Be63aCTOCYHKI. ApXiTeKTypa IPOrpaMHOI CUCTeMH € THYYKOIO i 1i MO>KHa po3IIu-
PIOBAT IOABAHHIM HOBUX MOAYIIB, 1[0 PO3IIMPSTD (QYHKIII crcTemu. Martepianu crarTi 6yfyTh KOPUCHIMIY IPU
BUpillleHH] 3aa4 Kmacudikariii 306pakeHb i3 BUKOPUCTAHHAM HEPOHHMX MEPExK.

Kntouoei cnosa: neiiporna mepesica, enuboke mawurte HAUaHH, po3nisHasanus pykonuctozo mexcmy, OCR, CNN.
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