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INFLUENCE OF SPATIAL
INHOMOGENEITY ON THE FORMATION OF CHAOTIC
MODES AT THE SELF-ORGANIZATION PROCESS

The Lorentz system of equations, in which gradient terms are taken into account, has been
solved numerically. Three fundamentally different modes of evolution are considered. In the
first mode, the spatial distribution of the order parameter permanently changes in time, and
domains of two types with positive and negative order parameter values are formed. In the
second mode, the order parameter distribution is close to the stationary one. Finally, in the
third mode, the order parameter is identical over the whole space. The dependences of the
average area of domains, their number, and their total area on the time are calculated in the
first two cases. In the third case, the contribution of gradient terms completely vanishes, and
a classical Lorenz attractor is realized.
K e yw o r d s: self-organization, Lorenz system, strange attractor, order parameter, partial
differential equations.

1. Introduction
Self-organization is a process of ordered structure for-
mation at which the structure-forming parameter is
not changed, i.e., when a specific external influence
is absent [1]. We are faced with the self-organization
processes in our daily life, both in animate and inani-
mate nature. Bright examples of self-organization in-
clude the ordering of electrons at low temperatures
(superconductivity) [2], coherent laser radiation [1,3],
the emergence of ordered vortex fluxes in the heated
liquid, self-organization in nanomaterials (allotropic
forms of carbon) [4], some chemical reactions (e.g.,
the Belousov–Zhabotinsky reaction) [5], the forma-
tion of ordered structures in viscous liquids [6], and
so forth. In biological systems, the self-organization
reveals itself as the coordinated behavior of bacte-
ria, formation of ocean pyrosomes (these are large
colonies of tiny organisms that look like hollow tubes
closed at their one end), grouping of birds and fishes
into flocks, and so on. Self-organization phenomena
are observed very often in various complicated sys-
tems [7, 8].

c○ Z.M. LIASHENKO, I.A. LYASHENKO, 2020

The functioning of any living organism is also a
permanent self-organization process. For example, a
living cell is a very complicated system with chan-
nels for delivering nutrients and protein components,
power plants (mitochondria), workshops for protein
synthesis, and many other important components. By
its structure, a cell resembles a megapolis in which the
life is in full swing, but, seemingly, only at the ex-
pense of internal forces and without any external fac-
tors. Rather complicated self-organization processes
that run in the cell can be observed today by sim-
ulating them. However, plenty of relevant issues still
remain beyond the analysis.

According to the second thermodynamic law, the
entropy can only increase for closed systems, i.e. the
degree of their ordering always decreases in time. Ho-
wever, if we take a subsystem with a nonlinear be-
havior and provide it with an energy supply, the “ex-
cess” energy will be dissipated and afterward removed
from the system. It is known that such local systems
are capable of spontaneous ordering. One of the triv-
ial examples is our Earth, on which life has sponta-
neously emerged. The Earth obtains energy from the
Sun and emits it back into the space. A condition al-
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lowing a self-organization process to take place for a
long time consists in an approximate equality between
the input and output energy fluxes (in the case of the
Earth, the latter should not be monotonically heated
up or cooled down). From the aforesaid, it follows
that there are stationary nonequilibrium processes in
self-organized systems. Such systems comprise a sub-
ject of the synergetic science, with Hermann Haken
being considered as its founder [1, 7].

Nowadays, there are plenty of relatively sim-
ple mathematical models for the description of
self-organization processes in various physical sys-
tems. This is a well-known predator-prey model by
Lotka and Volterra, the systems of Lorenz and Rössler
differential equations that demonstrate chaotic at-
tractors, various equations of chemical reactions,
models of neural networks, and others. As a rule,
those models are described by nonlinear equations
with positive (the self-organization origin) and neg-
ative (the stabilization condition) feedbacks among
dynamic variables.

In this work, we will focus attention on the well-
known Lorenz system [9], which is more than 50 years
old, but still remains to be actively researched owing
to the computer technology development. In partic-
ular, the Lorentz system of equations has been ac-
tively used for many years by the scientific group of
O.I. Olemskoi, when describing the nonequilibrium
noise-induced phase transitions [10], self-organization
in quasiequilibrium condensation processes [11], ki-
netics of the first- and second-order phase transi-
tions [12], and mechanisms of explosive crystallization
[13] and self-organized criticality [14]. Furthermore,
the Lorentz system is used to describe the chaotic
radiation emission in lasers [3], fluxes in fluids, ef-
fects in electrical circuits in the presence of nonlin-
ear elements (like Gunn diodes), chemical reactions
[5], and so forth. When developing the relevant the-
ories, the Lorentz system has been thoroughly ana-
lyzed with regard for the terms that are responsible
for additive and multiplicative noises, nonlinear relax-
ation terms, a periodic external influence, and other
factors. However, the insufficient attention has been
paid to studying systems with spatially distributed
parameters. For instance, some of such works were
devoted to the analysis of the inhomogeneous melting
of a lubricant in the contact zone between atomically
smooth hard surfaces [15, 16]. But the consideration
was concentrated on the modes in which a single or-

der parameter value was always established in time
over the whole contact area, i.e. the system became
homogenized. In this work, we will consider the case
where the spatial distribution of the order param-
eter permanently changes in the course of system’s
evolution.

2. Classical Lorenz Attractor

The classical Lorenz system of equations looks like [9]

�̇� = 𝜎 (𝑌 −𝑋), (1)
�̇� = 𝑋 (𝜌− 𝑍)− 𝑌, (2)
�̇� = 𝑋𝑌 − 𝛽𝑍. (3)

The dotted variables stand for their derivatives with
respect to the time 𝑡′, e.g., �̇� ≡ 𝑑𝑋/𝑑𝑡′. The vari-
ables 𝑋, 𝑌 , and 𝑍, as well as the constants 𝜎, 𝜌,
and 𝛽, may have different physical contents depend-
ing on the problem described by Eqs. (1)–(3). For ex-
ample, when describing a single-mode laser, 𝑋 is the
wave amplitude in a laser resonator, 𝑌 the polariza-
tion magnitude, 𝑍 the inversion of the energy level
population, the constants 𝛽 and 𝜎 describe the ratio
between the relaxation coefficients of the indicated
quantities, and the parameter 𝜌 is the pump inten-
sity. Of all those parameters for a particular physical
system with given characteristics, we can only change
the parameter 𝜌, which is an external control one.

A specific feature of model (1)–(3) consists in that
it is possible to realize various operating modes of the
system concerned, by changing the parameter 𝜌. This
can be either the relaxation mode or the mode of de-
terministic chaos, when the system behavior is char-
acterized by a strange attractor. System (1)–(3) is the
simplest one that makes it possible to represent a self-
organization process. Therefore, its study is of inter-
est even without a connection to a definite physical
phenomenon.

Equations (1)–(3) can be simplified by introducing
the new variables,

𝑡 ≡ 𝜎𝑡′; 𝑢 ≡ 𝑋/
√
𝛽; 𝑣 ≡ 𝑌/

√
𝛽;

𝑆 ≡ 𝜌− 𝑍; 𝛿 ≡ 𝜎/𝛽; 𝑆𝑒 ≡ 𝜌,
(4)

where 𝑡′ and 𝑡 denote the time in the initial and trans-
formed systems, respectively. In terms of the new
variables, the Lorentz system of equations looks like

�̇� = −𝑢+ 𝑣, (5)

𝜎�̇� = −𝑣 + 𝑆𝑢, (6)
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Fig. 1. Attractors obtained by solving the initial system of equations (1)–(3) (left panel) and modified system of equations
(5)–(7). The left panel: the parameters 𝜎 = 10, 𝜌 = 28, 𝛽 = 8/3, and the initial conditions 𝑋0 = 𝑌0 = 𝑍0 = 1; the right panel:
the parameters 𝜎 = 10, 𝛿 = 3.75, 𝑆𝑒 = 28 10, and the initial conditions 𝑢0 = 𝑣0 =

√
0.375, 𝑆0 = 27

𝛿�̇� = (𝑆𝑒 − 𝑆)− 𝑢𝑣. (7)

In this form, it was analyzed in works [10–14]. The
system of equations (1)–(3) reveals a strange attrac-
tor mode at the parameter values 𝜎 = 10, 𝜌 = 28, and
𝛽 = 8/3, which, according to expressions (4), corre-
spond to the values 𝜎 = 10, 𝑆𝑒 = 28, and 𝛿 = 3.75 for
the modified system (5)–(7). Hence, only the value
of the last parameter changes, and this value can be
written as an exact decimal fraction in the given rep-
resentation.

If the Lorentz system of equations is solved nu-
merically, the choice of initial conditions is very im-
portant, because they substantially affect the final
result. Let the initial conditions for the system of
equations (5)–(7) be equal to 𝑢0, 𝑣0, and 𝑆0, re-
spectively. This, according to relations (4), gives the
initial conditions 𝑋0 = 𝑢0

√︀
𝜎/𝛿, 𝑌0 = 𝑣0

√︀
𝜎/𝛿,and

𝑍0 = 𝑆𝑒 − 𝑆0 for the system of equations (1)–(3). In
order to provide a full consistency of the results of a
numerical simulation obtained when solving the ini-
tial, Eqs. (1)–(3), and modified, Eqs. (5)–(7), sys-
tems, we have also to take into account that the time 𝑡
is measured in different units in them (see Eqs. (4)). If
a solution of the initial system is sought in the time
interval 𝑡′ ∈ [0, 𝑇 ], the equivalent time interval for the
modified system equals 𝑡 ∈ [0, 𝜎𝑇 ].

It is worth noting that, in the strange-attractor
mode, the further behavior of the system is affected
even by a minor change in the initial conditions or
by the unavoidable errors of a numerical calcula-
tion. Therefore, even if the step of integration Δ𝑡′

is relatively small, there is a fixed time after which
system’s behavior begins to deviate from that ob-
tained at the solution of equations with a smaller
step. Therefore, in order to provide the total corre-
spondence between the obtained results, different in-
tegration steps over the time must be selected for each
system in addition to the initial conditions described
above. For example, if the time step to integrate sys-
tem (1)–(3) is chosen to equal Δ𝑡′, then, according to
expressions (4), the step Δ𝑡 = 𝜎Δ𝑡′ has to be taken
for the modified equations (5)–(7).

Figure 1 demonstrates the results of a numerical so-
lution of the systems of equations (1)–(3) (left panel)
and (5)–(7) (right panel). The set of initial condi-
tions 𝑋0 = 𝑌0 = 𝑍0 = 1 was selected in the for-
mer case, which, according to Eqs. (4), corresponded
to the set 𝑢0 = 𝑣0 =

√
0.375 and 𝑆0 = 27. The

equations were solved using the Euler method with
the time increments Δ𝑡′ = 10−8 and Δ𝑡 = 10−7. At
the selected parameter values and initial conditions,
the dependences shown in Fig. 1 exactly reproduce
the same process. Furthermore, since the parameters
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in the both systems are linearly interdependent [see
Eqs. (4)], there are no qualitative differences between
the panels.

In the next section, we will analyze the modified
system of equations (5)–(7). Note that all results ob-
tained below can be interpreted proceeding from the
initial Lorentz system (1)–(3).

3. Account for a Spatial Inhomogeneity
and the Numerical Calculation Procedure

In order to describe an inhomogeneous distribu-
tion of parameters, system (5)–(7) should include
the additional gradient terms 𝐷𝑢∇2𝑢, 𝐷𝑣∇2𝑣, and
𝐷𝑆∇2𝑆. Let the spatial coordinates be denoted as
𝑥′ and 𝑦′. Then the operator ∇2 is written as ∇2 =
= 𝑑2/𝑑𝑥′2 + 𝑑2/𝑑𝑦′2 in the two-dimensional case. Af-
ter introducing the new spatial variables 𝑥 = 𝑥′/

√
𝐷𝑆

and 𝑦 = 𝑦′/
√
𝐷𝑆 , the equations with gradient terms

acquire the following final form:

�̇� = 𝐷(𝑢𝑆)∇2𝑢− 𝑢+ 𝑣, (8)
𝜎�̇� = 𝐷(𝑣𝑆)∇2𝑣 − 𝑣 + 𝑆𝑢, (9)
𝛿�̇� = ∇2𝑆 + (𝑆𝑒 − 𝑆)− 𝑢𝑣, (10)

where 𝐷(𝑢𝑆) = 𝐷𝑢/𝐷𝑠 and 𝐷(𝑣𝑆) = 𝐷𝑣/𝐷𝑠.
To solve the system of equations (8)–(10) numer-

ically, let us divide each of the spatial coordinate
axes 𝑥 and 𝑦, as well as the time axis 𝑡, into a
certain number of identical segments. Then the so-
lution of the problem in the whole space-time re-
gion is reduced to the determination of the values
at the nodes of a three-dimensional finite-difference
mesh. Let 𝑛, 𝑗, and 𝑘 be the ordinal numbers of a
mesh node reckoned along the axes 𝑡, 𝑥, and 𝑦, re-
spectively, and let those numbers acquire the follow-
ing values: 𝑛 = 0, 1, 2, ...,𝑀 ; 𝑗 = 1, 2, 3, ..., 𝑁𝑥; and
𝑘 = 1, 2, 3, ..., 𝑁𝑦. With the help of this notation, the
values of the variables 𝑡, 𝑥, and 𝑦, at the (𝑛, 𝑗, 𝑘)-th
node of the space-time mesh are given by the expres-
sions 𝑡𝑛 = 𝑛Δ𝑡, 𝑥𝑗 = (𝑗 − 1)𝐻𝑥, and 𝑦𝑘 = (𝑘− 1)𝐻𝑦,
respectively, where Δ𝑡 is the previously introduced
mesh step along the time axis, whereas 𝐻𝑥 and 𝐻𝑦

are the mesh steps along the 𝑥 and 𝑦 axes, respec-
tively. We used an explicit finite-difference scheme in
the numerical simulation. Therefore, the derivatives
in the system of equations were approximated as fol-
lows [17]:

𝜕𝑢

𝜕𝑡
=

𝑢𝑛+1
𝑗,𝑘 − 𝑢𝑛

𝑗,𝑘

Δ𝑡
;

𝜕2𝑢

𝜕𝑥2
=

𝑢𝑛
𝑗+1,𝑘 − 2𝑢𝑛

𝑗,𝑘 + 𝑢𝑛
𝑗−1,𝑘

𝐻2
𝑥

;

𝜕2𝑢

𝜕𝑦2
=

𝑢𝑛
𝑗,𝑘+1 − 2𝑢𝑛

𝑗,𝑘 + 𝑢𝑛
𝑗,𝑘−1

𝐻2
𝑦

. (11)

When substituting expressions (11) into system
(8)–(10), we obtain an explicit finite-difference
scheme. Provided that the initial and boundary con-
ditions are given (see below), this scheme has a sin-
gle unknown quantity 𝑢𝑛+1

𝑗,𝑘 . Expressing this quantity
from a difference scheme that corresponds to the basic
equations and putting 𝐻𝑥 = 𝐻𝑦 = 𝐻 for simplicity,
we obtain

𝑢𝑛+1
𝑗,𝑘 = 𝑢𝑛

𝑗,𝑘 +
𝐷(𝑢𝑆)Δ𝑡

𝐻2

(︀
𝑢𝑛
𝑗+1,𝑘 + 𝑢𝑛

𝑗,𝑘+1 − 4𝑢𝑛
𝑗,𝑘 +

+ 𝑢𝑛
𝑗,𝑘−1 + 𝑢𝑛

𝑗−1,𝑘

)︀
+Δ𝑡

(︀
−𝑢𝑛

𝑗,𝑘 + 𝑣𝑛𝑗,𝑘
)︀
, (12)

𝑣𝑛+1
𝑗,𝑘 = 𝑣𝑛𝑗,𝑘 +

𝐷(𝑣𝑆)Δ𝑡

𝜎𝐻2

(︀
𝑣𝑛𝑗+1,𝑘 + 𝑣𝑛𝑗,𝑘+1 − 4𝑣𝑛𝑗,𝑘 +

+ 𝑣𝑛𝑗,𝑘−1 + 𝑣𝑛𝑗−1,𝑘

)︀
+

Δ𝑡

𝜎

(︀
−𝑣𝑛𝑗,𝑘 + 𝑆𝑛

𝑗,𝑘𝑢
𝑛
𝑗,𝑘

)︀
, (13)

𝑆𝑛+1
𝑗,𝑘 = 𝑆𝑛

𝑗,𝑘+
Δ𝑡

𝛿𝐻2

(︀
𝑆𝑛
𝑗+1,𝑘+ 𝑆𝑛

𝑗,𝑘+1− 4𝑆𝑛
𝑗,𝑘+ 𝑆𝑛

𝑗,𝑘−1 +

+ 𝑆𝑛
𝑗−1,𝑘

)︀
+

Δ𝑡

𝛿
(𝑆𝑒 − 𝑆𝑛

𝑗,𝑘 − 𝑢𝑛
𝑗,𝑘𝑣

𝑛
𝑗,𝑘). (14)

For the numerical implementation of the obtained
procedure (12)–(14), the corresponding initial and
boundary conditions have to be determined. The ini-
tial conditions are given using the Box–Muller func-
tion [18]

𝑢0
𝑗,𝑘 =

√
2𝐼

√︀
−2 ln 𝑟1 cos (2𝜋𝑟2), (15)

where 𝑟1 and 𝑟2 are pseudorandom numbers with a
uniform distribution within the interval (0, 1], and 𝐼
is the stochastic source intensity, which determines
the dispersion 𝜇 =

√
2𝐼. The initial distributions for

the quantities 𝑢0
𝑗,𝑘 and 𝑆0

𝑗,𝑘 are chosen in a similar
way. As a result, the initial spatial distributions are
Gaussian,

𝑃 (𝜉) =
1√
2𝜋𝜇

exp

{︂
− 𝜉2

2𝜇2

}︂
, (16)

for all three quantities 𝜉 = 𝑢, 𝑣, 𝑆.
When solving Eqs. (12)–(14), the corresponding

boundary conditions have to be selected proceeding
from the physical underground of the problem. For
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Fig. 2. Dependences 𝑢(𝑡) obtained by numerically solving the
system of equations (5)–(7) and corresponding to the parame-
ters in the right panel of Fig. 1

the sake of simplification, let us consider the infi-
nite surfaces and neglect the boundary effects. For
this purpose, let us apply periodic boundary con-
ditions. In so doing, only four conditions have to
be taken into account in Eqs. (12)–(14). Namely, if
𝑗 = 1, then 𝑗 − 1 → 𝑁𝑥; if 𝑘 = 1, then 𝑘− 1 → 𝑁𝑦; if
𝑗 = 𝑁𝑥, then 𝑗+1 → 1; and if 𝑘 = 𝑁𝑦, then 𝑘+1 → 1.

In order to solve the inhomogeneous system of
equations described above, it is necessary to properly
select the discretization parameters: Δ𝑡 for the time
axis, and 𝐻 for the spatial region. As was already
mentioned, the Lorentz system is very sensitive to the
choice of the initial conditions and to the unavoid-
ably emerging errors of numerical calculations. For
example, in Fig. 2, the dependences 𝑢(𝑡) obtained
by solving Eqs. (12)–(14) are shown. Here, the solid
curve corresponds to the parameters in the right
panel in Fig. 1, including the time integration step
Δ𝑡 = 10−7; the dashed curve corresponds to the value
Δ𝑡 = 10−5, and the dotted one to Δ𝑡 = 10−2. In
other cases, all parameters are identical, including the
initial conditions.

The solid curve demonstrates the most accurate re-
sult, because it was obtained with the minimum value
of the time integration step. Two other curves begin
to deviate from the solid one at definite time mo-
ments, when the corresponding accumulated errors of
the numerical calculation become rather large. The
smaller the Δ𝑡 value, the earlier this deviation be-
gins. Hence, the conclusion can be drawn that, for
the trajectory to be calculated accurately, it has
to be calculated several times with the shorter and
shorter time discretization step Δ𝑡. The obtained de-
pendences are used to determine a region, where the

trajectories overlap, and this time interval will corre-
spond to the exact solution of the system.

But, under real conditions, there are always fluc-
tuations and external uncontrolled factors of various
kinds that prevent such complicated systems from
manifesting a deterministic behavior, even if the ini-
tial conditions are the same. Therefore, the exact nu-
merical solution of the Lorentz system of equations
is of no interest, because the behavior of the strange-
attractor type is a more important characteristic in
this case. As one can see from Fig. 2, the strange
Lorenz attractor is realized for all selected Δ𝑡 val-
ues, so that it is enough to choose the time step
Δ𝑡 = 10−5 for a numerical simulation. The explicit
finite-difference scheme (11) is stable only condition-
ally. It provides a stable solution, if the coefficients
before the approximations of coordinate derivatives in
Eqs. (12)–(14) are less than 0.5 [17]. In particular, for
Eq. (12), this condition looks like 𝐷(𝑢𝑆)Δ𝑡/𝐻2 < 0.5.
In what follows, the discretization parameters will be
chosen, taking the stability conditions into account.

4. Simulation Results and Their Discussion

For the simulation, we took the discretization param-
eter values Δ𝑡 = 10−5 and 𝐻 = 0.01. The solution
was sought on a spatial 256 × 256-mesh. Taking the
discretization parameters into account, the size of a
mesh square amounted to 2.56 × 2.56. The same pa-
rameter values 𝑆𝑒 = 28, 𝜎 = 10, and 𝛿 = 3.75 were
selected in all cases considered below. The system
of equations was solved numerically (see Section 3)
within the time interval 𝑡 ∈ [0, 1000]. The intensity of
a stochastic source in function (15) for the formation
of initial conditions was chosen to equal 𝐼 = 10. The
set of initial conditions was generated only once, and
it was used afterward in all cases. In the course of the
solution procedure, a map of the order parameter val-
ues 𝑢 (𝑥, 𝑦) and the average value ⟨𝑢⟩ were regularly
stored.

Three cases of relations among the coefficients re-
sponsible for the gradient contribution were consid-
ered: (i) 𝐷𝑢𝑆 = 𝐷𝑣𝑆 = 10−3, (ii) 𝐷𝑢𝑆 = 𝐷𝑣𝑆 = 10−2,
and (iii) 𝐷𝑢𝑆 = 𝐷𝑣𝑆 = 10−1. The results obtained
are depicted in Fig. 3. One can clearly see that they
correspond to three essentially different modes. In the
first case (upper panel), a mode is established in
which the spatial distribution of the order parame-
ter and, accordingly, its average value permanently
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change. The second case (middle panel) corresponds
to a situation where a certain structure close to the
stationary one is formed, and the average value of the
order parameter changes rather weakly in time. Fi-
nally, the third case (bottom panel) illustrates a
mode, where the influence of gradient contributions
is negligible. As one can see, the latter dependence
reproduces the mode described in Fig. 2, which is
established, if the gradient terms are not taken into
account.

It should be noted that, in the first two cases,
the mean order parameter value changes within much
narrower intervals than in the third case. This effect
can be a result of either a certain homogenization in
the system induced by the gradient terms or the effect
of phase separation, when there emerge islands on the
plane with negative and positive order parameter val-
ues. In the latter case, the time dependences of the
mean values contain no useful information about the
system, and it is necessary to analyze the root-mean-
square deviation (rms) from the mean value.

In order to determine the rms deviation of the order
parameter, we apply the standard procedure,

⟨𝑢2⟩1/2 =
⟨
(𝑢− ⟨𝑢⟩)2

⟩1/2

, (17)

where the broken brackets mean the averaging over
the coordinate region (256×256 = 65536 values in to-
tal). The results obtained are exhibited in Fig. 4. In
the case 𝐷𝑢𝑆 = 𝐷𝑣𝑆 = 10−3 (upper panel in Fig. 4),
the quantity ⟨𝑢2⟩1/2 varies within a much larger inter-
val than the quantity ⟨𝑢⟩ does in Fig. 3. This behav-
ior can be explained by the formation of islands with
different order parameter signs. The configuration of
islands changes permanently in time at that, and the
system does not tend to a certain stationary distri-
bution of the order parameter. If 𝐷𝑢𝑆 = 𝐷𝑣𝑆 = 10−2

(middle panel), the almost stationary configuration
of islands is established in the system. Nevertheless,
it should be noted that a slow evolution in time is
still observed (the inset in the middle panel). In the
third case with 𝐷𝑢𝑆 = 𝐷𝑣𝑆 = 10−1 (lower panel),
the system quickly transits into a mode in which
the order parameter acquires the same value over
the whole simulation region, so that the contribu-
tion of gradient terms completely vanishes accord-
ing to Eq. (11). Hence, the analysis of the ⟨𝑢2⟩1/2-
dependences confirms the assumptions made above.
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Fig. 4. Root-mean-square deviations ⟨𝑢2⟩1/2 [Eq. (17)] of
the order parameter from the mean value as functions of the
time 𝑡, which correspond to the data of Fig. 3. The scaled-up
fragments of the dependences are shown in the insets

The obtained distributions of the order parame-
ter can be analyzed making use of the corresponding
methods for three-dimensional surfaces. At present,
there are two rather powerful methods used for sur-
face research: the multifractal fluctuation analysis
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[19, 20] and the methods based on the analysis of the
spectral power density [21]. At the same time, three-
dimensional surfaces are characterized by a variety
of parameters that are calculated numerically [22]. In
order to elucidate the influence of surface irregulari-
ties (the surface roughness) on the physical processes
of interaction between the surfaces, a more compli-
cated modeling is often required. For example, the
boundary element method [23, 24] is actively used to
calculate the adhesive properties of surfaces.

One of the important characteristics in the surface
analysis is the mean-square deviation (Fig. 4). Ano-
ther important parameter that characterizes surface
irregularities is the rms slope 𝑆𝑑𝑞, which is calculated
according to the following formula 1:

𝑆2
𝑑𝑞 =

1

𝐴

∫︁∫︁ [︃(︂
𝜕𝑢(𝑥, 𝑦)

𝜕𝑥

)︂2
+

(︂
𝜕𝑢(𝑥, 𝑦)

𝜕𝑦

)︂2]︃
d𝑥d𝑦, (18)

where 𝑥 and 𝑦 are the spatial coordinates, and 𝐴 is
the area of a simulated surface (in our case, 𝐴 =
= 2.56 × 2.56 square units). In effect, formula (18)
gives the mean value of the derivative describing

1 Formulas (18) and (19) are given for 𝑆2
𝑑𝑞 to avoid the radical

sign in the right-hand sides of the formulas. In calculations,
the parameter 𝑆𝑑𝑞 ≡ (𝑆2

𝑑𝑞)
1/2 has to be determined.

the slope of surface irregularities over the whole sur-
face. In the situation concerned, the maximum slope
is at the domain boundaries, where the order pa-
rameter changes its sign. Therefore, the quantity 𝑆𝑑𝑞

[Eq. (18)] can be used to indirectly characterize the
number of domains. A discrete analog of formula (18)
can be written in the form

𝑆2
𝑑𝑞 =

1

(𝑀−1)(𝑁−1)

𝑀−1∑︁
𝑖=1

𝑁−1∑︁
𝑗=1

𝐵𝑖𝑗 , (19)

where

𝐵𝑖𝑗 =

(︂
𝑢(𝑥𝑖, 𝑦𝑗)−𝑢(𝑥𝑖−1, 𝑦𝑗)

Δ𝑥

)︂2
+

+

(︂
𝑢(𝑥𝑖, 𝑦𝑗)−𝑢(𝑥𝑖, 𝑦𝑗−1)

Δ𝑦

)︂2
, (20)

Δ𝑥 and Δ𝑦 are the parameters of the spatial dis-
cretization (Δ𝑥 = Δ𝑦 = 𝐻), and 𝑀 and 𝑁 are the
numbers of points on the axes (𝑀 = 𝑁 = 256).

Expression (19) is not the only formula used
to determine the parameter 𝑆𝑑𝑞. Another numerical
scheme is often applied to approximate the derivatives
over six neighbor points by replacing their discrete
representations at the point (𝑥𝑖, 𝑦𝑗). In this case, an-
other expression for 𝐵𝑖𝑗 has to be applied in for-
mula (19):

𝐵𝑖𝑗 =

(︂
𝐴1

60Δ𝑥

)︂2
+

(︂
𝐴2

60Δ𝑦

)︂2
, (21)

where

𝐴1 = 𝑢(𝑥𝑖+3, 𝑦𝑗)− 9𝑢(𝑥𝑖+2, 𝑦𝑗) + 45𝑢(𝑥𝑖+1, 𝑦𝑗)−

− 45𝑢(𝑥𝑖−1, 𝑦𝑗) + 9𝑢(𝑥𝑖−2, 𝑦𝑗)− 𝑢(𝑥𝑖−3, 𝑦𝑗),

𝐴2 = 𝑢(𝑥𝑖, 𝑦𝑗+3)− 9𝑢(𝑥𝑖, 𝑦𝑗+2) + 45𝑢(𝑥𝑖, 𝑦𝑗+1)−

− 45𝑢(𝑥𝑖, 𝑦𝑗−1) + 9𝑢(𝑥𝑖, 𝑦𝑗−2)− 𝑢(𝑥𝑖, 𝑦𝑗−3).

Let us denote the rms slope 𝑆𝑑𝑞 calculated with the
help of approximation (21) by 𝑆𝑑𝑞6. The both defi-
nitions coincide with a high accuracy for relatively
smooth surfaces. However, a significant difference be-
tween the corresponding values can take place, if the
irregularities are large. Therefore, by comparing the
results obtained using those two formulas, it is pos-
sible to estimate the smoothness of the examined
surface.
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Fig. 6. Spatial distributions of the order parameter at 𝐷𝑢𝑆 = 𝐷𝑣𝑆 = 10−3 (upper panels) and 10−2 (lower panels). The time
𝑡 = 10 (left panels), 100 (middle panels), and 1000 (right panels)

In Fig. 5, the time dependences of the rms slope
𝑆𝑑𝑞6 calculated for three relations among the gradi-
ent terms are plotted. Qualitatively, the dependences
almost reproduce the rms deviation of the order pa-
rameter in time (Fig. 4), but they also have some
differences. For example, the rms deviation ⟨𝑢2⟩1/2
in the case 𝐷𝑢𝑆 = 𝐷𝑣𝑆 = 10−2 deviates in two di-
rections at the beginning of the motion, whereas the
rms slope 𝑆𝑑𝑞6 rather quickly ceases to fall below a
certain value close to the stationary one. For the pa-
rameter values 𝐷𝑢𝑆 = 𝐷𝑣𝑆 = 10−1, the dependences
⟨𝑢2⟩1/2(𝑡) and 𝑆𝑑𝑞6 are qualitatively identical.

The specific features of all three considered cases
remain unchanged: a permanent variation of the or-
der parameter in time, a mode close to the station-
ary one, and a homogenized system, respectively. In
the case of surfaces, for their complete characteristics,
it is necessary to know both the rms deviation and
the rms slope. The combination of those two param-
eters almost completely determines the properties of
surfaces at their interaction. For example, when de-
scribing the adhesion of rough surfaces, the product
⟨𝑢2⟩1/2×𝑆𝑑𝑞6(𝑡) is reduced to the Johnson parameter
[25], which characterizes the adhesive strength of the
contact.

Hence, according to the results obtained, a con-
clusion can be drawn that, for the parameter ratios
𝐷𝑢𝑆 = 𝐷𝑣𝑆 = 10−1, only the region of the depen-
dence with the transition mode (𝑡 ∈ [0, 60]) may be
of interest, whereas the rest of the dependence is not,
because the spatial structure becomes completely ho-
mogenized in time [16]. Let us consider two other

cases of the ratios among the coefficients 𝐷 in more
details.

Figure 6 demonstrates the evolution of the spatial
distributions of the order parameter 𝑢 in the cases
𝐷𝑢𝑆 = 𝐷𝑣𝑆 = 10−3 (upper panels) and 𝐷𝑢𝑆 =
= 𝐷𝑣𝑆 = 10−2 (lower panels). The time 𝑡 increases
in the direction from left to right (𝑡 = 10, 100, and
1000). One can see that a stationary structure with
two regions – namely, with positive and negative 𝑢-
values – is formed in the case 𝐷𝑢𝑆 = 𝐷𝑣𝑆 = 10−2. In
another case, 𝐷𝑢𝑆 = 𝐷𝑣𝑆 = 10−3, a permanent
evolution of the order parameter distribution is ob-
served. Let us refer to the regions with fixed order pa-
rameter signs as to positive or negative domains. For
example, when describing the magnetization, the ori-
entation of the magnetic moment vector does not
change within such a domain. The examined Lorentz
system of equations can be used to describe the evolu-
tion of the specimen magnetization, but, first, it must
be properly parametrized. In particular, the deforma-
tion can be chosen as an external factor (parameter
𝑆𝑒), and the model will describe the dependence of
the specimen magnetization on the external mechan-
ical action. If the magnetic field is chosen as an ex-
ternal factor, then the evolution of the tensosensitiv-
ity coefficient can be traced [26]. Furthermore, spa-
tial distributions of this kind take place in biologi-
cal systems [27] and, generally speaking, in many dy-
namic processes. It should be noted that such distri-
butions can be calculated using various methods. In
particular, it can be the direct solution of evolu-
tion equations [27] or it can be more sophisticated
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Fig. 7. Spatial distributions of the order parameter sign corresponding to the order parameter
distributions shown in Fig. 6. White areas correspond to positive order parameter values, and
black areas to negative ones
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normalized by the system size, 𝐴full(+), on the time 𝑡 for
𝐷𝑢𝑆 = 𝐷𝑣𝑆 = 10−3 (upper panel) and 10−2 (lower panel)

methods, such as the methods of molecular dynam-
ics [28].

In some problems, the magnitude of the order pa-
rameter is not very important, because the system
behavior is governed only by the order parameter
sign. In such cases, it is much simpler to analyze the
distributions of the binary type, in which the order
parameters of domains acquire values of 0 and 1. The
processing of such binary distributions takes much

less CPU time and memory to store them on the
hard disk. Visually, different order parameter charac-
ters can be represented by different colors. Figure 7 il-
lustrates such binary distributions, which completely
correspond to Fig. 6. The white color corresponds
to positive domains, and the black color to negative
ones.

Let us analyze the binary distributions of the order
parameter depicted in Fig. 7. Recall that the spatial
distributions were regularly stored with a certain pe-
riodicity during the whole time of the simulation. Fi-
gures 6 and 7 illustrate only a few of them to visualize
different scenarios of the system behavior.

Figure 8 exhibits the time dependences of the
summed-up areas of positive domains 𝐴full(+)(𝑡) nor-
malized to the total area of the system. The area
𝐴full(−) occupied by negative domains is not reflected
here, because it can be easily calculated as 𝐴full(−) =
= 1 − 𝐴full(+). From the upper panel of Fig. 8, it
follows that the domains of two types competitively
interact with each other throughout the whole time
interval, and the general configuration of the system
is under a permanent reconstruction. A certain sym-
metry takes place at that, because the average total
areas of the domains of both types are approximately
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identical in the course of system’s evolution, which
corresponds to the equivalent filling of the space by
the domains of both types. At the initial time mo-
ment, 𝐴full(−) ≈ 𝐴full(+) ≈ 0.5, because the ini-
tial conditions were given by equiprobably selecting
the sign of the parameter 𝑢 on the basis of formula
(16). The lower panel in Fig. 8 illustrates a situation
where the domain areas change much more slowly in
comparison with the case 𝐷𝑢𝑆 = 𝐷𝑣𝑆 = 10−3 (upper
panel in Fig. 8) 2.

Now, let us analyze how the numbers of domains
of both characters depend on the time. The corre-
sponding dependences are shown in Fig. 9 on a log-
log scale. A common feature in both cases is that the
numbers of domains of both signs substantially di-
minish at the initial stage of system’s evolution owing
to the merging of small domains. Only after a rather
long time period, the system behavior in those cases
begins to differ considerably. In the upper panel of
Fig. 9, the numbers of domains of both characters
permanently vary during the whole simulation time
interval.

The inset in the upper panel additionally illus-
trates changes in the domain numbers within the
time interval 𝑡 ∈ [100, 1000] on a linear scale for each
axis. There is a certain correlation between the be-
haviors of two groups of domains. Namely, the num-
ber of domains with a definite sign increases together
with the growth of the group of domains with the op-
posite sign, which is quite reasonable, because two do-
mains with different signs are adjacent to each other.

In order to avoid misunderstandings, an important
issue should be pointed out. The periodic boundary
conditions were not taken into account when ana-
lyzing the images (e.g., the bottom right corner in
Fig. 7). As a result, the program recognizes one nega-
tive and two positive domains in this situation. Such a
seemingly illogical relationship between the numbers
of domains takes place owing to the confinement of
the system. The same calculation technique was used
by us in work [16].

In the bottom panel of Fig. 9 (for 𝐷𝑢𝑆 = 𝐷𝑣𝑆 =
= 10−2), the system slowly evolves to a state with
one negative and two positive domains (the bottom-

2 The scale spans of the ordinate axes in the upper and lower
panels of Fig. 8 were selected to be identical and equal to 0.24
in order to visually compare how strongly the areas change
with respect to each other.

Fig. 9. Dependences of the number 𝑁 of domains with posi-
tive (dotted curves) and negative (solid curves) order parame-
ter values on the time 𝑡 for 𝐷𝑢𝑆 = 𝐷𝑣𝑆 = 10−3 (upper panel)
and 10−2 (lower panel)

Fig. 10. Dependences of the average area ⟨𝐴⟩ of domains
with positive (dotted curves) and negative (solid curves) order
parameter values on the time 𝑡 for 𝐷𝑢𝑆 = 𝐷𝑣𝑆 = 10−3 (upper
panel) and 10−2 (lower panel)

right panel in Fig. 7). Nevertheless, in this case, the
number of domains decreases much more rapidly in
time. For instance, in the upper panel of Fig. 9, there
are approximately 70 domains of both signs at the
time 𝑡 = 1. On the other hand, there are only about
10 domains of each type at the same time moment in
the lower panel.

The plots describing the variation of the mean do-
main area ⟨𝐴⟩ for the domains of both types are ex-
hibited in Fig. 10. From the qualitative viewpoint,
these dependences are similar to the inverted de-
pendences of the domain number 𝑁 on the time 𝑡
(Fig. 9). In both situations (upper and lower pan-
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els in Fig. 10), the average domain area increases
with time, which can be explained by a reduction
in the domain number. This process occurs simul-
taneously with the growth of the domain size. At
𝐷𝑢𝑆 = 𝐷𝑣𝑆 = 10−2 (lower panel), the domain area
reaches an almost stationary value by the end of the
simulation time, whereas the stationary mode is not
attained, if 𝐷𝑢𝑆 = 𝐷𝑣𝑆 = 10−3 (upper panel; this is
better illustrated in the inset).

The average area of domains belonging to a definite
type was calculated as the ratio between the total area
of domains of this type and their number. In other
words, in effect, the dependences characterize the ra-
tio between the total area of domains, 𝐴𝑓𝑢𝑙𝑙 (Fig. 8),
and their number 𝑁 (Fig. 9). The difference consists
in that Fig. 8 demonstrates the area normalized to the
total system size, whereas Fig. 10 illustrates the ab-
solute area value, where the total system area equals
256 × 256 ×𝐻2 = 6.5536 square units, and 𝐻 is the
discretization parameter included into Eqs. (12)–(14).

5. Analysis of the Fractal Properties
of Order Parameter Distributions

As was mentioned above, the multifractal fluctuation
analysis and the methods in which the power spectral
density 𝐶(𝑞) is analyzed [19–21] are rather powerful
techniques of the surface research. The latter tech-
nique, in our opinion, is more universal, because it
is based on a direct analysis of the spectral density
dependence 𝐶(𝑞), which can be calculated for any
surface, whereas the multifractal fluctuation analysis
allows only the surfaces that possess fractal proper-
ties to be analyzed. However, the both methods give
interesting results for fractal objects.

There are several definitions for the function
𝐶(𝑞). We will use the definition from work [21],

𝐶(q) =
1

(2𝜋)
2

∫︁
d2𝑥⟨ℎ(x)ℎ(0)⟩e−𝑖qx, (22)

where ℎ is the altutude of surface points, x is the
radius vector (|x| ≡ 𝑥), and q is the wave vec-
tor. When calculating the dependence 𝐶(𝑞), it is con-
venient to use the built-in MATLAB function of the
two-dimensional Fourier transform 𝑌 = fft2(𝑋,𝑚, 𝑛)
for the (𝑚×𝑛)-matrix 𝑋, which allows the sums like

𝑌𝑝+1,𝑞+1 =

𝑚−1∑︁
𝑗=0

𝑛−1∑︁
𝑘=0

𝑋𝑗+1,𝑘+1 e−2𝜋𝑖(𝑗𝑝/𝑀+𝑘𝑞/𝑁) (23)

to be calculated very efficiently and quickly. As a re-
sult, we obtain a two-dimensional matrix for the val-
ues of the complex variable 𝑌 with the same dimen-
sions as the matrix 𝑋. Then it is necessary to calcu-
late the matrix 𝐻(𝑚,𝑛) = |𝑌 (𝑚,𝑛)|2. After that, the
radial averaging of the matrix 𝐻(𝑚,𝑛) is performed
to obtain a one-dimensional function 𝐻(𝑞) in which
the wave vector is calculated using the formula

𝑞 =
2𝜋𝑗

min(𝑚,𝑛) Δ
, (24)

where min(𝑚,𝑛) is the minimum of the 𝑚- and
𝑛-values, Δ is the horizontal distance between the
neighbor points in the data file with the altitude val-
ues, and 𝑗 is an integer number varying from 1 to
[min(𝑚,𝑛)/2−1]. If the linear size of the system (the
side of the square) equals 𝐿, the minimum and maxi-
mum values of the wave vector q are given as follows:
𝑞min = 2𝜋/𝐿 and 𝑞max = 𝜋 min(𝑚,𝑛)/𝐿. Finally, we
calculate the one-dimensional function 𝐶(𝑞) using the
following formula:

𝐶(𝑞) =
𝐻(𝑞) Δ2

(2𝜋)
2
min(𝑚,𝑛)2

. (25)

The procedure for the spectral density calcula-
tion, which was described above, makes it possible
to find the function 𝐶(𝑞) that coincides with defini-
tion (22). The analysis of the function 𝐶(𝑞) is a mod-
ern and very wide-spread method to examine rough
fractal surfaces, which are very often formed in var-
ious experiments (see, e.g., works [30–32]) owing to
internal self-organization processes. If a surface pos-
sesses fractal properties, then, with the help of the
formula [21]

𝐶(𝑞) = 𝐶0

(︂
𝑞

𝑞0

)︂−2(1+𝐻)

, (26)

the classical Hurst exponent 𝐻 which is associated
with the fractal dimension of the surface 𝐷𝑓 = 3−𝐻
can be calculated.

In our case, according to the images shown in
Fig. 6, it is reasonable to assume that fractal prop-
erties can be attributed to the distributions calcu-
lated for the parameters 𝐷𝑢𝑆 = 𝐷𝑣𝑆 = 10−3 and
exhibited in the upper panels of the figure. The cal-
culations carried out for those surfaces, however, tes-
tify that the corresponding distributions do not have
fractal characteristics. However, it is almost always
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fractal objects that are formed in nature in various
self-organization processes. This fact evidences that a
running self-organizing process (which can undoubt-
edly be described by the Lorentz system) is not a suf-
ficient condition for the appearance of fractal proper-
ties. Some authors say that random factors may play
an important role in the formation of fractal proper-
ties [27, 33]. Their action can be described by consid-
ering the stochastic terms in the Lorentz equations,
which we intend to do in our future works.

6. Conclusions

We numerically studied the Lorentz system of equa-
tions with gradient terms describing the spatial dis-
tribution of basic parameters, being taken into ac-
count in each equation. It is found that three prin-
cipally different modes can arise, depending on the
degree of influence by the gradient contributions. In
the first case, the mode of deterministic chaos is re-
alized similarly to the original system. However, the
spatial distribution of the order parameter perma-
nently varies at that and does not evolve to a certain
stationary distribution. In the second case, a slowly
evolving distribution of the order parameter, which is
close to the stationary state, is established in time. As
a result, the system becomes divided into approxi-
mately two equal parts with positive and negative or-
der parameter values (however, such a proportional
distribution can be realized only under certain ini-
tial conditions). Finally, in the third mode, a rapid
homogenization of the system takes place, at which
the order parameter acquires the same value over
the entire simulation area, and the system demon-
strates a homogeneous mode which reproduces the
classical Lorenz attractor. In the future, we plan to
perform similar studies of the Lorentz system mak-
ing allowance for fluctuations which can substantially
change the behavior of a dynamic system, as it occurs,
e.g., in the shear-induced melting model [29].
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ВПЛИВ ПРОСТОРОВОЇ
НЕОДНОРIДНОСТI НА ФОРМУВАННЯ ХАОТИЧНИХ
РЕЖИМIВ ПРОЦЕСУ САМООРГАНIЗАЦIЇ

Р е з ю м е

Чисельно розв’язано систему рiвнянь Лоренца з урахуван-
ням градiєнтних доданкiв. Розглянуто три принципово рi-
знi режими. У першому режимi просторовий розподiл па-
раметра порядку еволюцiонує в часi, утворюючи домени
двох типiв з додатним i вiд’ємним значенням параметра по-
рядку. У другому – розподiл близький до стацiонарного. I
у третьому режимi по всьому простору параметр порядку
приймає однаковi значення. Для перших двох випадкiв роз-
раховано залежностi середньої площi доменiв, їх кiлькостi
та сумарної площi вiд часу. В останньому випадку внесок
градiєнтних доданкiв повнiстю нiвелюється i реалiзується
класичний аттрактор Лоренца.
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