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on resonant sloshing in a rectangular tank

Presented by Academician of the NAS of Ukraine A.N. Timokha

A machine learning technique is proposed to derive the damping rate functions in the co-called single-dominant
modal system describing the resonant liquid sloshing in a rectangular tank performing harmonic longitudinal motions.
Its implementation is demonstrated for the steady-state (periodic) resonance waves when the modal system admits an
analytical asymptotic solution depending on the introduced damping rate functions. Recent experiments by Béuerlein
& Avila (2021) are employed to show that the viscous damping of the higher natural sloshing modes matters, and the
damping functions depend on the wave amplitude.
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Two-dimensional nonlinear resonant sloshing in a rectangular tank is normally adopted as a
benchmark problem for complex experimental-and-theoretical studies and developing & testing
diverse Computational Fluid Dynamics (CFD) methods. The analytical studies assume an in-
viscid incompressible liquid with irrotational flows so that the viscous damping is neglected. A
consequence of this simplification is that the phase lag between the steady-state (periodic) wave
response and harmonic horizontal tank forcing becomes a piecewise function [1, chapter 8] pos-
sessing the values 0 and +n. Moreover, neglecting the viscous damping theoretically yields the
infinite nonlinear resonant wave amplitude that has no a physical meaning.

Damping of the linear liquid sloshing is naturally associated with the laminar viscous bound-
ary layer on the wetted tank surface. The related constant damping rates are theoretically & ex-
perimentally estimated & measured by Keulegan [2]. Chapter 6 in [1] discusses extra linear &
nonlinear damping mechanisms incl. wave breaking and free-surface contamination. Extensive
experimental studies are needed to judge on when and what from these mechanisms play a non-
negligible role in theoretical analysis. Recent paper [3] represents an example of these experi-
mental studies. Its authors measure the phase lag between the harmonic horizontal forcing and
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steady-state (periodic) motions of the liquid mass centre. A reason for focusing on the phase lag
is that the viscous damping causes a crucial effect on the phase lag converting it, as mentioned
above, from piecewise to smooth function. The measurements used to estimate a suitable con-
stant damping rate in the damped Duffing equation, which was speculatively adopted by the au-
thors as a phenomenological model of the liquid mass centre motions. Such a constant damping
rate was also employed in the lowest-order equation of the so-called single-dominant nonlinear
modal system [4], which, as it was demonstrated in numerous publications (see, a review in [1]),
satisfactory predicts the steady-state resonant sloshing when the forcing amplitude is relatively
small, the forcing frequency is close to the lowest natural sloshing frequency, the liquid depth is
not small, and the secondary resonance phenomenon [5] does not matter. The measurements in
[3] show that the matched damping ratio &= const in the Duffing mathematical model should be
too far (§=15-10"%) from predictions by Keulegan (&=5,7-10") to fit the measured phase lag
even for the lowest excitation amplitude when, no doubt, the single-dominant model system is
applicable and the damping should mainly be associated with the viscous boundary layer effect [1,
5]. Adopting this larger damping rate in the lowest-order modal equation (damping of the higher
natural sloshing modes is totally neglected by the authors) shows an insufficient consistency with
the measured data which may wrongly conclude that either the single-dominant modal system is
not applicable (no doubt, it is applicable) or the total energy dissipation is much larger than its
estimate by Keulegan [2].

The single-dominant modal system [2, 4, 5] belongs to the co-called Reduced Order Models
(ROMs) resulted from applying, simultaneously, projective, and asymptotic methods to the origi-
nal free-surface “sloshing” problem. The present paper implements a machine learning algorithm
[6] to restore the damping terms/functions in the modal system from a series of experimental data
on the phase lag. Going this way, one is assumed that (i) damping of the higher natural sloshing
modes cannot be neglected, (ii) the damping terms/functions depend on the wave amplitude [6],
and (iii) the single-dominant modal system becomes inapplicable with increasing the forcing am-
plitude and, surely, it fails when experimental observations [3] report fragmentations of the free
surfaces (e. g., due to the wave breaking). The factors (i-iii) are fully ignored in the theoretical
manipulations [3] with the single-dominant modal system.

Let the horizontal tank dimension L be the characteristic size and T =2m/c, be the charac-
teristic time (o, is the lowest natural sloshing frequency). Then the “damped” non-dimensional
single-dominant nonlinear asymptotic modal system [1, 4] for the horizontally-forced rectangular
tank takes the following form

B +B1 + 22 B, B b=, 3)B1 +dy (BiBa +BiBa) +

+dy (BiBT + BBy ) + dsPoPy = Pmy,0° cos (G — ),

By + 03By +265Z0 (B, B s, . 3)B2 +dyBiBy +d5pt =0, 1)
B3 +63B3 + 26323 B, B b=, 3)B3 + @1BiBa + @oPiBT +q3BoPy +

+ q4BiB1 + sPiBy = P3Ny, G° cos (Gt —6),
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where the three hydrodynamic generalized coordinates B; (¢),i=1, 2, 3, come from the functional
(Fourier) representation of the free surface

2 =Lw.0=3B, (r)cos(m'(w%)}

i=1
Bi=0("’); By=0(e*?); B3=0(e); B,=0(e), n=>4 e<l, (2)

o, are the natural sloshing frequencies, 6=0/06; ( is the forcing frequency),
P, =2 /(mi)tanh(mih) ((-1)' —=1), 62, =mtanh(nmh) /tanh(nh), the hydrodynamic coeffi-
cients d,, g, depend on the non-dimensional liquid depth %, n,, is the non-dimensional forcing
amplitude, and 0 is the phase lag in the harmonic forcing. The computed values of the hydrody-
namic coefficients are tabled in [1]. A novelty with respect to the original inviscid analysis in [1]
consists of the generally non-constant damping terms 26;Z; (B, B lm=t....3)B; incorporated into
the modal system, where Z; are a priori unknown damping rate function.

The steady-state resonant sloshing is associated with periodic solutions of (1). Following the
Moiseev’ asymptotic scheme which is described in [1, Chapter 8] derives the asymptotic periodic
solution

By (t) =acos(Gt) +a’ (kycos(36t) + kysin(36t)) +o (),
By (t) =a®(ly +1,cos(26t) + [, sin (26t )) + 0 (¢), (3)

Bs (t) =€[n, cosGt + n,sinGt | +
+a®[N;cosSt + N, sinGt + N5 cos36t + Ny sin 36t | +o (),

where e =Pm,, <1, a=0 (¢"/?) is the dominant wave amplitude, and

l — d4 _dS
DT
(dy +ds)(G3 - 4)
I, (a) = ,
= (& -1) +165723 (@)
2(d, +d5)6,E, (a)
I, (a)= :
2= (G- 4 + 165353 (@)
L, -9)+(3d, +2d5)(U, (57 - 9) - 65,E, (a)l;)
ky(a)=2 2 ,
(67 - 9)? + 366722 (a)
3d,6,2 (a) + (%d1 +2d3) (15 (57 —9) +66,Z (a)l;)
ky (@)= —2 _0y2 —2—2 ;
((51 - 9) + 360151 (a)
n, (@) = P5(cosB(63 —1) — 20525 (a)sin 9)’

P (G5 —1)* + 45383 ()
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_P3(206525(a)cosO + (63 —1)sin@)_

ny (@) - —= ;
? P (53 —1) + 45323 (a))
V@ (14 1) = 20525 (@l)) (31 + 243 ~45) + (Jas — a1 + a1l (@5 ~ 1)
a) = ,
! (53 —1)? + 45222 (a)
oo (1> (35 = 1) + 2035 (1) (31 + 245 = 05) + 22505 (34 — 11 +aily)
a)= y
? (3 —1)% + 45323 (a)
(1183 = 9) = 66Z5 (D)) (31 + 243 +45) + (@ +0:)(S5 - 9)
N3 (a)= —7 _O\? —3=2 ’
(65 —-9)” + 3606525 (@)
(1,(65 —9) + 6632, (d)l1)(%611 +2g3 +q5) +3(qy +q4)03=3(a)
Ny (@)=

(63 —9)% + 366%2% (a)

are functions of a=0(¢"/3) >0 and, generally, ® when it comes to B5 (¢). Because the lowest-
order term in (3) is associated with B;(¢) =acos(Gt), which is purely cosine function, 0 is, in
Jact, the phase lag between the forcing and the wave response in the lowest-order asymptotic ap-
proximation.

According to the standard Moiseev’s asymptotic procedure [1], the unknown amplitude pa-
rameter a and phase lag 6 can be found from the so-called secular system

(ma® + (6% —1)a=ecos®, (mya®—2Z,(a))a=esinb, (4)
in which

my =my(E;(a),Ey(a)) = —%d2 = 2d3ly +d, ( Iy + %h ),

my = (24 (a), 55 (@) =y (dy ~ 4dy);

e=Pmy,; 6=5"
Taking the sum of squares in (4) makes it possible to rewrite the secular system to the two equations,

@ [(my (E1(a), E5(@)a® + (6% =1))* +(my (E1 (), B2 ()a” 28 (a))*] = ¢* ()
and

0 =atan2(c”' [my (5, (a),E, (@)’ — 2E;(@)], ' [m; (E (@), B3 (@))a” +(6° = D)) (6)

Consequently solving (5) and (6) outputs the dominant wave amplitude parameter a >0 and the
phase lag 0 as a function of 6. The procedure assumes that =,, (a), m =1, 2, are known functions
of a. This is not true in our case.
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In the forthcoming analysis, we suppose that there exist experimental measurements of the
phase lag versus the forcing frequency, i. e. ((G);, 6;) |n2a , i=1,..,N,, forthe fixed non-dimen-
sional liquid depth % and several forcing amplitudes m,,. A machine learning technique can then
be utilised to get an approximation of Z,, (@) using these measurements. Because a =0 (¢"/3)is

the small parameter, an adequate approximation of Z; (@) and Z, (@) takes the polynomial form
E“1 (a;{xm }) = zf\r[nz()} xmam’ E:2 (a;{xm }) = 24{1\,771;10} ymam ’ (7)

where we accounted for that B, =B,0 (¢"/?) =Z, =Z,0 ('/?).
Substituting (7) into (5) and extracting the forcing frequency gives

2
62 (CZ; {xm }v {ym};n2a) =1_m1 (Cl; {ym})az i\/jl_2_(m2 (a; {ym})a2 _251 (a;{xm }))27

which has a physical meaning when both the right-hand side and expression under the square
root are non-negative. The existence conditions yield the interval a;, (Mo, X} {Ym}) <a<
L pax Mog, X 1, iy }) depending on {x,,},{y,,} and m,,. Changing a in the interval outputs
62 (@ {X ), {Um )i M2a) as a function of the lowest-order amplitude parameter for the fixed values
of {x,},{/,} and My,. Inserting 6% (a;{x,, }, {#/n, }; N2s) into (6) derives

0(a {2}, (Y m 1y M20) = atan2[my (@ {y, ))a* = 25 (a; ), my (@ {y  Ha® +
+H6? (@} (Y }iMaa) — DI (8)

as a function of a on the interval @i, (Mog, {Xm}, Wm D) <A< Aoy Mogs X 1 {ym}) for the fixed
{xm }’ {ym } and MN2q-

Using the exact solution (8) and the machine learning makes it possible to compute
{Xm}, {ym}. For this purpose, we introduce the distance function D (Mo, i;{x,,}, {¥,}) between
the theoretical phase-lag curve by (8) with the fixed {x,,},{¥,,}; M2, and a fixed experimental

point ((5);,6;) |, :

D2 (g s 6} /) = @@ ) v Yiman) = @) +

min
Amin (T\Za) {xm }y {ym }) S A Ay (n2ay {xm }r {!/m
+(9(d; {xm }7 {ym }; n2a) - 61'12“ )2] .

Utilising the distance function determines the loss function
Nn2u

Camhlymh =2, ZID(ﬂaa,i; Kb {ymb), )
N2a 1=
which characterises the summarised distance between the measured values ((G);,9;) |n2u ,
i=1,...,Ny, and the theoretical curve by (8). Minimisation of the loss function (9) can be done
by using the gradient descent.
Example. The experimental data on the liquid mass centre (amplitude and phase lag) were
reported in [3] for the non-dimensional depth 4 =0.8, which implies [1] d; =3.142, d, =2.533,
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The phase lag (@) and the maximum deviation of the liquid mass centre (b) for the steady-state sloshing in a
rectangular tank with input parameters from the experimental paper [3]. The single-dominant nonlinear modal
system with the damping rate functions (1) is used to derive the steady-state wave solution (3). The measured
phase lag with the lowest forcing amplitudes 15, =0.0009,0.0017, and 0.0032 are used to learn by the

linear regression for E; and the constant approximation of Z, by the measured phase lag in the panel a. The
experimental data for the largest forcing amplitude My, = 0.0064 (when the single-dominant modal system is,
generally, inapplicable) are used in a to test the learnt damping rate functions. The panel b also tests the learnt
damping rate functions by comparing the theory and the measured maximum steady-state displacement of the
liquid mass centre in the horizontal direction

d; =-0.021, d; =-0.042, d5 =-3.225. The measurements were done for the forcing non-dimen-
sional amplitudes equal to m,, =0.0009, 0.0017, 0.0032, and 0.0064. The liquid mass centre
non-dimensional motions in the horizontal direction are theoretically described by the formula
[1, Eq. (8.73)]

Do == GO+ LBy ) +0(0)-

=—§h ( [a+$ (a3N +en,)|cosct +$ [a3N y+en, |sinGt +

+ a3 [(k1+$N3)cos3<—st+(k2+$N4)sin3c—st])+o (€). (10)

Let us demonstrate the learning technique by assuming the linear regression for the first damping
rate function, i. e., Z{ (@ xy, x1) =x( + x;a and the constant damping rate for the second natural
sloshing mode (generalised coordinate), E, (a;y() =y, where the constant values x, and y,
correspond to the damping rates for the first and second natural sloshing modes whose asymp-
totic estimate (from below) was given by Keulegan [2]. Using three measurement series with
Nae =0.0009,0.0017, and 0.0032 from [3] computes x, =0.00717, x; =0.00189, and y, =0.01.
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The fourth experimental series with m,, =0.0064 was characterised by amplification of higher
harmonics and the wave breaking phenomenon on the free surface that indicates inapplicability
of the single-dominant modal system.

The first test for the learnt x and y, consists of comparison with predictions by Keulegan
[3]. According to the Keulegan’s estimate of the laminar viscous boundary layer effect, the viscous
damping rates should be x, =0.0057 and y, =0.008, respectively. Because Keulegan’s formula
gives the estimate from below, this is rather good agreement with the computed values x, =0.00717
and y, =0.01 by the machine learning algorithm. The experimental tank breadth was rather small
(0.05 m) and, therefore, the dynamic contact angle effect on the damping rates cannot be neglected.
Why the dynamic contact angle gives a contribution to the damping rates in narrow tanks was dis-
cussed in [3] and [1, chapter 6]. On the other hand, Biuerlein & Avila [3] concluded that the damp-
ing rate x, should be much larger, equal to 0.015 to fit the experimental measurements with the
Duffing mathematical model. Their error is caused by neglecting the second natural sloshing mode
effect and its damping as well as they ignored the dependence on a in Z,.

Theoretical and experimental values of the phase lag and the maximum deviations of the
mass centre by (10) are compared in the panels a and b of Figure, respectively. As we mentioned
above, three experimental series in a were used to learn the damping functions but the experi-
mental case with m,, =0.0064 was adopted for testing the results. For the learning amplitudes
Ny, =0.0009,0.0017, and 0.0032 in Figure, a, incorporating the computed damping functions
made it possible to perfectly fit the experimental points. Figure, a with m,, =0.0064 shows that
the theoretical results for the phase lag are not consistent with experiments in the frequency do-
main where the single-dominant modal system (1) is not applicable (in this frequency domain, [3]
reports amplification of higher harmonics and surface wave phenomena alike the wave breaking).
Far from this zone, the damping rate functions are well-predicted and the single-dominant non-
linear modal system is no doubt applicable.

Figure, b tests the learnt damping function by the measured maximum deviations of the liquid
mass centre, which can theoretically be computed by (10). A discrepancy is obviously observed
for the largest forcing amplitude when, as we mentioned above, the single-dominant modal system
is not applicable whilst the case with the lowest forcing amplitude shows an almost perfect agree-
ment with the learnt damping functions. The discrepancy for n,, =0.0017 and 0.0032 is only
serious in the vicinity of the maximum amplitude response and it looks like in [8] where analogous
discrepancy was explained by amplification of the higher generalised coordinates that requires an
adaptive multimodal modelling.

Conclusions. An accurate implementation of the single-dominant nonlinear modal system with
the learnt damping terms shows that conclusion in [3] that the actual damping is much larger than
Keulegan’s estimate by the laminar viscous boundary layer effect is generally wrong. To account cor-
rectly for the viscous damping in the modal system, one must introduce the damping functions in the
higher order modal equations and these damping functions should depend on the wave amplitude.
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HABYAHHS MOJIAJIbHOI CUCTEMM 3 OJHIEIO JIOMIHAHTHOIO
Y3ATAIBHEHOIO I'TIPOANMHAMIYHOIO KOOPAMHATOIO, 1O OIINCYE
PESOHAHCHI KOJIMBAHHA PIAVHN B IIPAMOKYTHOMY PE3EPBYAPI

3anporoHOBaHO TEXHIKY MAITITHHOTO HaBYAHHS /IJIT OTPUMaHHSA (DYHKII [eMIIpyBaHHS y Tak 3BaHill OTHOIOMi-
HAHTHII MOJIATTBHIN cCTeMI, SIKA OMTUCYE Pe30HAHCHE XJIIOMAHHS PiZINHYT B IPSIMOKYTHOMY pe3epByapi, 1110 mepe-
6yBac y cTaHi rapMOHIYHOTO MO30BKHLOTO 36ypeHHs. 11 peaizaris mpoieMOHCTpOBaHa /ISl yeTaleHux (mepio-
JINIHUX ) XBUJTh, KOJIU MOJIAJIbHA CUCTEMA IOy CKAE AHATI THIHWH aCUMITOTUYHUN PO3B’ 30K, SIKUH 3A7I€3KUTh BiJL
BBeieHnx GyHKIiil gemdysannsa. Hemonasni excriepumentu Biuerlein & Avila (2021) BUKOPUCTOBYIOTHCS 115t
TOTO, abU TI0KA3aTH, [0 AeMII(DyBaHHs BUIMX BJIACHUX (JOPM KOJMBAHHS PIAMHU MA€E 3HAYEHHS 1 B's13Ke geMiidy-
BaHHSA € PYHKITIE€I0 aMTLTITYI XBUJII.

Kntouosi crosa: xnonanns piounu, mawumnne Hasuanns, 0emnyeaniis.
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