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Efficiency Analysis of the Image Optimization
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The ultimate goal of any process optimization in a particular area is to save time and human re-
sources. The article analyzes the effectiveness of the original algorithm image processing when
sampling for training artificial neural network CNN Class based on User-Confirmed Image-
Dataset for needs defining image elements within binary logic.
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Introduction. The brain of a living being has certain features in the field of
mental activity, the most important for researchers of artificial neural net-
works are learning by insight, finding important information for the user in the
general flow of data, as well as finding common features of certain phenome-
na or artifacts. Artificial neural networks, as well as biological ones, can
change the course of their actions under the external influences. In the process
of data processing, they can adjust and learn so that their feedback is correct.
A trained neural network is more resistant to some distortions of the input da-
ta, which allows to correctly recognize images and patterns [1].

And what is a more important is that the network can recognize data that
has some deviations, which allows it to identify the true image, regardless of
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the accompanying distortion or interference. That is, by processing infor-
mation, as a rule, selected by the user, networks learn, find distinctive features
and similarities in the fragments of the received data. However, in most cases,
these data must be prepared in advance by the user. And this is an essential
aspect of the Deep Learning process, which requires improvement, taking into
account the time and resources of the user.

Related works. In recent years, numerous scientific and practical devel-
opments and studies have appeared on artificial neural networks in general,
the theory and practice of deep learning, the use of various programming lan-
guages, libraries, modules, interfaces, etc. Some of them are rapidly losing
their relevance, but remain a prime example of the practical application of
specific methods developed or the theoretical basis for further practical devel-
opment and research.

Each year, the arrays of thematic work increases by several times, which in-
dicates the extremely dynamic growth of this area and the vital role of artificial
neural networks for the development of modern global information-digital civili-
zation. Methods are being improved, new mathematical models and approaches
are being developed for realizing the goal of maximum optimization of machine
learning and deep learning, new paradigms of learning of artificial neural net-
works are derived for their maximum effective functioning. Given this, the issues
of scientific definition of new methods of deep learning and practically experi-
mental implementation of these developments remains a very urgent task.

Modern algorithms and methods of deep learning based on applied math-
ematics, as well as the current trends and applications in this area, are high-
lighted in [2]. Different options for using Keras as an open source deep learn-
ing library for creating efficient neural networks are provided in [3]. Also,
certain practical implementations of the Keras methods are given in the book
of the creator of the “Keras deep learning library” [4]. The theoretical ap-
proach to deep learning of neural networks is given in detail in [5], although it
is worth noting that the described implementation of the fundamental machine
learning methods is designed for beginners. In work [6], the variants of the
application of deep learning algorithms for modeling and learning advanced
neural networks for the implementation of various tasks of computer vision in
the field of understanding and manipulating images were proposed. The book
[7] provides the best, from our point of view, balance of the theory and practi-
cal implementation of Python for deep learning. One of the founders of deep
learning [8] notes that deep networks study data in the same way children per-
ceive the world, gradually acquiring the skills necessary to navigate in new
environments: learning algorithms extract information from the original data;
information can be used to create knowledge; knowledge is the basis of under-
standing; understanding leads to wisdom.
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The contribution of this research are adding knowledge and experience
about process initial targeted sampling for image optimization algorithm used
in CNN without direct human involvement.

The overall goal is to obtain an efficient mechanism for sampling user-
unconfirmed dataset; this means obtaining high-quality testing datasets with-
out direct human involvement.

To achieve this goal, we create the image processing algorithm and test its
efficiency in sampling for training CNN based on the unverified Image-
Dataset when the optimize image function completely replaces the user.
Trained in this way, CNN could be used to image identification within the
bit logic.

Research methodology and dataset generation. At this date, the most
effective artificial neuron network for image recognition is the convolutional
neural network or CNN. The CNN architecture uses a variation of multilayer
perceptrons designed to require the use of a minimum amount of pre-
processing.

A properly trained network, ideally at the output, should demonstrate a
fairly clear understanding of a more abstract level of perception and definition
of target elements. The training process itself consists of setting up internal
parameters of CNN for a specific task. It is carried out on a training set. The
training set includes the input values and the corresponding original dataset
values. During the training, the neural network finds certain dependencies of
the output fields on the input ones. The effectiveness of training largely de-
pends on the correctness of the initial setup of the network itself.

The general methodology of the study is as follows:

. Input required parameters

. Uploading image for dataset from Google
. Deleting crashed images

. Optimizing images for dataset

. Initialize CNN

. Training CNN

. Build charts of loss and accuracy

. Save trained model

Final testing and analysis that goes beyond this methodology is presented
in a separate section.

Experimental software and tools. Computer parameters: Intel Core i5-
4210U CPU 1.70GHz x 4, 12gb RAM, Ubuntu 16.04 OS. For this study, we
used the Python programming language and the following modules and tools:
os — module for interacting with the operating system [9]; cv2 — library for
computer vision, image processing and many algorithms used for image pro-
cessing and optimization [10]; google images download — a Google image
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module that is used to retrieve images from the Internet and create target da-
tasets [11]; subprocess — module responsible for executing Python software
processes used at Popen and PIPE startup to identify corrupted images [12];
keras — a library for building, learning, and testing a neural network [13]; mat-
plotlib — a library for rendering 3D graphics [14]; argparse — la library for pro-
cessing command-line parameters or keys that is used to enter a keyword to
create a dataset and train a neural network [15].

Dataset creation. An obligatory parameter for creating an Image-Dataset
(I-D) is the keyword, by which the Image-Dataset is created and CNN is
trained.I-D is formed by downloading targeted images with a keyword from
the Internet using the google images download module.

Loading was performed in two stages. Within each of them a request was
sent to download 100 images. At the first stage all images corresponded to
keyword in jpg format were loaded, at the second stage all images corre-
sponded to keyword in png format were loaded. After that, we corrected the
obtained images by adding the exact file format, as some files had the wrong
extension, which can cause errors in further image optimization. The next step
is to write the path to the array with the images. Each image loaded into the
array was tested for integrity using the is_chashed image function. Later, each
image was optimized using the optimize image function below.

1. Read image
. Convert to gray
. Adding threshold using THRESH BINARY INV
. Add morphological transformation
. Remove noise
. Find the max-area contour
. Crop image
. Rewrite image.

The result of applying the function optimize image represented as line
(Fig. 1) illustrating the optimization of a selected image. where, and E - final
result. Transferred images are converted using the cv2.imread command to a
NumPy array containing representations of data from the image. The resulting
image array is configured with a grayscale for further processing. Next, we
apply the fixed-level threshold value function for a single-channel array. In
our case, this is image in grayscale, and the function for THRESH BINA-
RY INV is as follows [16]:

0NN B W

dst (x, y) = {0 if src (x, y) > thresh, .

max val othervise.
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a b d e

Fig. 1. Result of image transformation: a — is the original image; b — conversion to
gray; ¢ — adding a threshold; d — adding morphological transformation; ¢ — final image,
after resize

c

To the resulting element of a size of 11x11 the following form
MORPH_ELLIPSE an elliptical structuring element, that is, a filled ellipse in-
scribed in the rectangle Rect (0, 0, esize.width, 0.esize.height) is applyed.
Then a complex morphological transformation is performed with MORPH
CLOSE, for the closing operation.

Next, we look for contours in the binary image obtained from the morpho-
logical transformation, using only the restoration of the outer contour. Recov-
ery sets the following hierarchy for all contours:

hierarchy[i][2] = hierarchy[i][3] = 1.

With the contour approximation method CV_CHAIN_APPROX SIMPLE,
horizontal, vertical and diagonal segments are compressed, only their end-
points remain. After completing all the listed sequential steps to form a train-
ing I-D, an operation is performed to search for contours on the received bina-
ry images using the CV_RETR_EXTERNAL constant, which, in turn, extracts
only the outermost contours, and the CV_CHAIN APPROX NONE constant,
which stores absolutely all contour points. That is, any two following points
(x1, y1) and (X2, y2) contours will be neighbors horizontally, vertically or diag-
onally. The formula for the constant CV_CHAIN_APPROX NONE is as fol-
lows:

max (abs (x1—x2), abs (y2—y1) = 1.

The final step in the optimize image function is cropping images and re-
writing current images into the same training [-D.

After executing the dataset generation algorithm described above (search-
ing by a keyword, downloading an unconfirmed raw data, and deleting dam-
aged files), we obtained an array of 191 images with a total size of 23.5 MB.
After optimizing [-D while reducing the physical dimensions of each image,
the total weight of the entire array increased to 25.3 MB due to the improved
image quality. Image loading time for the training I-D generation was 155.43
seconds. Their optimization time was 7.3 seconds. The total formation time of
the training array of images was 162.73 seconds.
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Fig. 2. The accuracy of recognition of this object for each learning
era: a — CNN-sd, b — CNN-sx
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The final testing and analysis. For the experiment, we used one I-D and
two CNN with the same architecture [1] but with different activation func-
tions, namely CNN with the sigmoid activation function (CNN-sd) and CNN
with the softmax activation function (CNN-sx).

Training CNN was performed using prepared I-D without visual assess-
ment of its elements. The number of optimized and rewritten I-D images in the
.png and .jpg formats was 191 out of 200 for which the request was sent, and
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the number of images that were used for direct training was 163 files. Remai-
ning 28 files were used for validation. Training was performed during 15
epochs for both cases.

Results of training CNN-sd: for 15 learning epochs of the CNN-sd, the
speed ranged from 128 to 143 seconds, with a speed of one step of 782-878
milliseconds; the amount of errors, calculated according to [17], ranged from -
0.2631 on the first in -9.2243e-05 after the last; recognition accuracy ranged
from 93.41% in the first cycle to 100% in the last cycle. A graphical represen-
tation of the CNN-sd learning outcomes is presented in Fig. 2, a.

Results of training CNN-sx are worse than CNN-sd, as can be seen from
Fig. 2, b, maximum recognition accuracy was 67.15% versus 100% in the case
of CNN-sd.

Testing for the adequacy of CNN-sd and CNN-sx. The final stage of
the study was testing trained on the basis of automatically optimized using the
optimize image function I-D CNN. To test the learning outcomes, 10 images
of various formats were used, where only 2 had a target element. CNN-sd
identified 5 out of 10 images as "True", 2 images from these 5 had a target el-
ement. Thus, the error was in 3 out of 10.

CNN with softmax activation function showed an unacceptable recogni-
tion result. All images from the test sample were classified as a target element.
We cannot say that this is a 100% negative result, because the two target im-
ages were also identified as “True”.

Conclusions

The developed algorithm allowed to confirm that CNN with the same archi-
tecture and various activation functions, trained on the basis of an array of im-
ages previously processed by the optimize image function without direct hu-
man involvement, show positive results for the search for key elements.This
algorithm allows without human intervention to use automatic sampling from
the Internet for training a neural network, but the final results of training a
neural network based on the proposed algorithm may not be acceptable for the
user. The best quality of transformation was shown by images that do not con-
tain many details and are located on a mono-colored background. However,
the capacity of the image that we get at the output is greater than the original.

In future, this approach can be used to create a dataset that will combine
primary image processing using the optimize image function and final image
processing of the training array by the user, to train CNN with other activation
functions.
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AHAJIA3 SOOEKTUBHOCTU AJITOPUTMA
OIITUMU3AIININ N30BPAXXKEHNU ITPY1 ©OPMUPOBAHNN
HETIOATBEPXXJAEHHOTI'O ITIOJIb3OBATEJIEM HABOPA JJAHHBIX

KoneuHolt nempro I000i ONTHMH3AINH IPOIECCOB B ONpPENSNeHHON cepe ABIIeTCs coxpa-
HEHUE BPEMEHU M PECypCcOB ueloBeKka. B craThe mpoaHanuzupoBaHa 3¢¢GEKTUBHOCTh OPUTHU-
HaJIBHOTO alTOpPHTMa 00paboTKM M300paxeHHit mpH (HOPMHUPOBAHUH BBIOOPKH I 00ydeHHs
HCKYCCTBEHHOH HelponHoM cetn kimacca CNN Ha OCHOBE HEMOATBEP:KIECHHOTO IOJIb30BaTe-
nem Image-Dataset, koTopast OyJeT HCIIOIb30BaHa IS TOTB30BATENILCKUX HyK OMpeIeTeHHs
3JIEMEHTOB H300pakeHUH B IpesiesiaXx OMHAPHOMN JIOTHKY.

Knwueeswie ciuoea:enybokoe obyuenue, HAOOp u300paxceruil, QyHKYUs OnmumMu3ayuu
U300paAdICeHUs, AneopUmMM 0Oy4eHUs cemu.

I1.0. 3ybapes, I.C. Crapea-banoyposa, O.M. Canuyvka

AHAJII3 EOEKTUBHOCTI AJITOPUTMY OITTUMIBATLIIT
30BPAKEHB [TP ®OPMYBAHHI HEITIATBEPJXKEHOI
KOPUCTYBAYEM HABYAJILHOT BUBIPKU

Kinuesorw meror Oyap-sAKoi onTuMizalii npoueciB y neBHii cdepi € 30epekeHHs yacy Ta pe-
CYpCIiB JIFOMUHH. Y CTATTi MPOaHaTi30BaHO €(DEKTUBHICTh OPUTIHAJIBHOTO AITOPUTMY OOPOOKH
300paxkeHb IpU GopMyBaHHI BUOIPKU [ HABYAHHS IITYYHOI HeHpoHHOI Mepexi kinacy CNN
Ha OCHOBI HEMiATBEPIHKEHOT0 KoprcTyBaueM Image-Dataset, siky Oyne BUKOPHCTaHO IS TO-
Tpe® BU3HAYEHHS eJIEMEHTIB 300paXKeHb B Meax OiHAapHOI JIOTIKH.

Knrnwuoei cnoea: enuboke Haguanmus, HaOip 300padxcens, QyHkyis onmumizayii 306pa-
JHCEHHS, AN2OPUMM HABYAHHS MEPENCI.
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