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Abstract. Any enterprises specializing in the mining industry deal directly with a variety of minerals that are located
deep under the thickness of the earth's crust. Among these minerals, ores of non-ferrous metals such as copper,
aluminum, zinc, iron, titanium, etc. are also often found. These ores undergo primary processing after the mining stage.
Enrichment, processing, smelting of the non-ferrous metals themselves and their various alloys, as well as the
manufacture of various products or raw materials necessary for use in other branches of industry, can follow. Certain
non-ferrous metals play an important role in the further chain of the production process. As a result, finished products of
metal processing or raw materials can become an object of import-export on the international market. The most
interesting market is the non-ferrous metals themselves due to the complexity of their extraction and value for the
industry as a whole. In order to make the most profitable purchase of non-ferrous metal raw materials on the
international exchange, it is necessary to know the exact price of this metal at a certain point in the future, when the cost
of the metal at the time of purchase will be as cheap as possible. But, since the future price is practically unknown in
advance, there is a need to forecast the price of a certain non-ferrous metal, at least in the short term. In this article, a
software device based on the work of a neural network is developed, which predicts the price of some non-ferrous
metals for a short period of time in the future based on already existing data on the value of these metals. As an
example of the work of the neural network, the article uses a temporary series of prices for iron, aluminum and zinc on
the London Metal Exchange, which has accurate data at its disposal with an interval of 1-3 days. The proposed neural
network device performs cost forecasting based on a nonlinear autoregression algorithm with pre-set neural network
parameters. The developed forecasting method makes it possible to determine the price of non-ferrous metal with a
certain degree of accuracy for its further purchase at a price favorable to the buyer.
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Introduction. Today, at any enterprise which operates in the mining industry, the
main priority is the extraction of various minerals, including non-ferrous metal ores,
such as iron, titanium, aluminum, copper, zinc, tin, nickel, etc. These ores are then
subjected to primary processing to obtain semi-finished products. Also, the processing
includes enrichment, processing, smelting, etc. for the purpose of using these metals
in other industries, as well as for buying and selling to international markets. The non-
ferrous metals market is of interest due to the difficulty of extracting raw materials
and their value in a particular industry.

In order to profitably buy one or another non-ferrous metal in the form of raw
materials at the best price, it is necessary to know in advance the cost of this metal.
Since international exchanges offer prices, mostly in real time (here and now, the
chronology is also stored in the exchange database), the question arises about the
need for such a mathematical or software apparatus that would forecast the value of
non-ferrous metals at least in the short term (up to 10 days). To this end, the article
proposes a software package based on an artificial neural network (hereinafter —
ANN), the purpose of which will be to predict the cost of non-ferrous metal with
acceptable accuracy and relatively small prediction error.

It should be noted that, numerous methods were developed before to use neural
networks in modeling the price forecast, which make a prediction of the price rate for
a particular economic indicator. The applied methods predict using a classical
perceptron and astrological cyclic indices [4], recursive neural networks [5], and/or
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using elements of mathematical statistics (for example, the use of U-statistics and the
coefficient of determination R?) [6]. Also in works [7-8] the same method is used as
in this article, but it is a question of forecasting of a course of the precious metals
concerning other specificity of formation of a course of cost.

The purpose of this article is to try to use in the problem of forecasting a model of
the neural network that allows you to predict the price of non-ferrous metals in the
near future. This attempt is based on a learning algorithm that makes a prediction
based on an array of input data and does not depend on the above elements of
mathematical statistics. It is expected that such an algorithm will give a forecast as
close as possible to the real value.

Methods. We will use a nonlinear autoregressive neural network model (NAR) as
ANN. This model makes predictions based on the input time series y(t):

y(1) = T(y(t=1),y(t=2),...y(t-d)), (1)

where d is the delay parameter (how many of the first elements of the input series
will not be included in the predicted series), f is the function of the neural network
that predicts the series.

As an input time series for the neural network, take the prices for aluminum,
copper and zinc from the website of the London Metal Exchange (hereinafter - LME)
[1-3] at the rate for the period from 16.11.2020 to 9.04.2021 excluding weekends and
holidays, as well as days on which LME did not provide new prices. The size of such
a time series is 100 values.

Now we use the NAR neural network algorithm to predict the time series of
prices for these metals for the next ten days and then compare the value obtained with
the true value of the value of metals in the period from 12.04.2021 to 23.04.2021.

Before learning the neural network, we set the delay parameter and the size of the
hidden layer of the neural network. The following network learning parameters are
also set:

1) Training — what percentage of the input time series will be involved in training
(Default - 75%).

2) Validation — what percentage of the time series will be used to generalize the
network. If the generalization does not improve, the training is stopped (Default —
15%).

3) Testing — what percentage of the time series will be used to verify the
generalization of the network (Default — 15%).

Having set all the necessary parameters, we start learning the neural network.
Learning is based on the method of inverse propagation of Bayesian regularization.
After training, there is a so-called "closure” (close-looping) of the neural network.
Then, the network starts predicting the time series directly.
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Results and discussion. The forecasting is carried out with a sufficiently large
error. The discrepancy with the real data may be due to the fact that the time series of
prices for color does not have a certain mathematical association, and this fact creates
complications for ANN in the predicted prices.

The chaos and disorder of this series provides an element of unpredictability and
as a result the forecasting process is complicated and deteriorated. Also, this model in
contrast to real data does not take into account the human factor, namely the political
geopolitical and media influences on the cost of products that come from outside and
cannot be taken into account when learning the neural network.

Conclusion. Thus, a new method of forecasting the price of non-ferrous metals
using ANN was presented, which uses a nonlinear autoregressive model of the neural
network and performs short-term cost forecasting based on training and testing with
input data.

This method can be improved in the future by revising the procedure for
predicting and testing neural network learning, changing the sample size, learning
duration, changing the delay and number of hidden layer neurons, and trying to take
into account non-mathematical factors in network learning.

REFERENCES

1.London  Metal Exchange (2021), “LME  Alluminium”, available at.  hitps://www.Ime.com/Metals/Non-
ferrous/Aluminium#tabindex=2 (Accessed 27.06.2021).

2. London Metal Exchange (2021), “LME Copper”, available at: https://www.Ime.com/Metals/Non-ferrous/Copper#tabindex=2
(Accessed 27.06.2021).

3. London Metal Exchange (2021), “LME Zinc”, available at: https://www.Ime.com/Metals/Non-ferrous/Zinc#tabindex=2 (Ac-
cessed 27.06.2021).

4. Lomakin, N.I., Maximova, O. N., Ekova, V.A., Gavrilova, O.A. and Vagina, V.E. (2016), “Neural networks for predicting the
dollar rate using astrological cyclical indices Gushon and Ganu”, International Journal of Applied and Fundamental Research, no. 6
(1), pp. 133-136.

5. Parisi, A., Parisi, F. and Diaz, D. (2008), “Forecasting changes in the price of gold: convolutional and regression models of
neural networks”, Journal of international financial management, no. 18, pp. 477-487. https://doi.org/10.1016/j.mulfin.2007.12.002

6. Fedorova, E.A. and Linkova, M.A. (2013), “Forecasting the exchange rate using neural networks”, Monetary policy, no. 11
(149), pp. 27-31.

7. Ivlev, A.S. (2019), “The use of a neural network in the task of predicting the rate of precious metals”, Matematychne ta pro-
gramne zabezpechennya intelektualnych system: Tezy dopovidey XVII Mizhnarodnoy naukovo-praktychnoy konferenstii MPZIC-2019
[Mathematical and software security of intellectual systems: Abstracts of the XVII International Scientific and Practical Conference
MPZ1S-2019], Dnipro, 20-22 leaf fall 2019 r. / Edited by O.M. Kiselyovoy, DNU, Dnipro, Ukraine, pp. 112-113.

8. Belozerov, V.E. and Ivlev, A.S. (2019), “Neural network approach for modeling prices in the precious metals market”, Ques-
tions of applied mathematics and mathematical modeling: coll. Science, O.M. Kiselyova (ed.), vol. 19, pp. 17-23.
https://doi.org/10.15421/321902

About author
Ivlev Andrii Serhiiovich, Master of Science (M.Sc.), Junior Researcher of Geodynamic Systems and Vibration Technologies
Department, Institute of Geotechnical Mechanics named by N. Poljakov of National Academy of Sciences of Ukraine (IGTM NAS of

Ukraine), Dnipro, Ukraine, aivlev8@gmail.com

I'IPQFH03 LUIH HA KONbOPOBI METANKU HA NOHOOHCHLKIN BIPXI METANIB 3A [OMNOMOIrOK0
HEWPOHHOI MEPEXI
lenes A.C.

AnorTauisi. bygb-aki nignpremcTBa, WO crnewjanisylTbCs Ha ripHM4o806yBHOT MPOMUCIIOBOCTI, MatoTb crpasy 6es-
MOCEPEOHBO 3 PI3HUMU KOPUCHUMIA KONarnuHamu, Lo 3HAX0AATLCA rMiboko nig TOBLUEK 3eMHOi kopu. Cepef Unx Kopuc-
HWX KOMamnWH TakoX 4acTo 3yCTpivaloTbCs Pyan KONbOPOBUX METANIB, TakUX SK Midb, arioMiHIA, LWMHK, 3ani3o, TUTaH, i T.N.
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Lli pyan nicns etany BugobyTky nigaaloTbes nepeuHHin 0bpobuy, Aani Moxe 1TK 36arayeHHs, nepepobka, BUNMaBka ca-
MWX KOINbOPOBMX METAIB i iX BCINSKWX CMNaBiB, a TaKOX BUFOTOBMEHHS Pi3HUX BMPOGiB abo CMPOBWHM, HEOBXiAHMX ANs
BMKOPWUCTAHHS B iHLUKX rany3sx NpoOMUCIIOBOCTI. TOM Y iHLMIA KONbOPOBWUA MeTar, abo 1Moro BUpobu, rpakoTb BaxXnmBy
ponb B MOAANbLUI NAHLOXKY npouecy BupobHUUTBa. [0TOBI NpoaykTy nepepobkn meTany abo came CUpPOBUHY B pe-
3ynbTaTi MOXYTb CTaT 06'€KTOM iMMOPTY-EKCMOPTY Ha MiXHAPOLHOMY pUHKY. Halbinblue LikaBuii PUHOK CamMiX KOMbO-
POBWX METaMIB B CUIy CKMagHOCTi ix BUAOOYTKyY Ta LWHHOCTI 4N MPOMMCIIOBOCTI B Linomy. [ins Toro, o6 MakcumansHo
BUriHO CKyMOBYBATW CMPOBWHY KOMbOPOBOMO METasy Ha MiXHAPOAHIN Gipxi, HEOOXIgHO 3HATW TOYHY LiHY Ha Ll MeTan
B NEBHMIA MOMEHT ManbyTHLOrO Yacy, Konu BapTiCTb MeTany npu nokynui 6yae skomora GinbLu Aewwesoto. Ane, OCKinbKu
ManbyTHsI LiHa 3a3aanerigb NpakTUYHO HEBILOMA, TO BUHMKAE HEOOXIQHICTL B MPOrHO3i LiHW HA MEBHMI KONbOPOBUIA Me-
Tan xo4a 6 y KOPOTKOCTPOKOBII NepcnekTuBi. Y AaHii cTaTTi po3pobneHuii NporpamMHniA anapat, 3aCHOBaHUiA Ha poboTi
HEWPOHHOI MepeXxi, Skuin nepeadavae LiHy Ha AesKi KONbOPOBI METANM Ha KOPOTKWIA Nepiog ManbyTHLOro Yacy Ha OCHOBI
BXE ICHYIOUMX AaHMX MPO BapTiCTb LuxX MeTanis. [ns npuknagy poboTh HEMPOHHOI Mepexi B CTaTTi BUKOPUCTOBYHOTLCS
TMYACOBOI PSA LiH 3ani3a, antoMiHito i UMHKY Ha JIOHLOHCHKIN Bipxi MeTanis, sika Ma€ B CBOEMY PO3MNOPSAKEHHI TOUHMX
AaHuX 3 npoMmixkom B 1-3 gHi. 3anponOHOBaHMI HEMPOMEPEXEBUIA anapaT BUKOHYE NPOTHO3YBaHHS BApPTOCTi HA OCHOBI
anropuTMy HeniHiNHOI aBTOperpecii i3 3asganerigb BCTAHOBNEHUMU NapameTpamut HeMpOHHOI Mepexi. Po3pobnexni
MeTOA NMPOrHO3yBaHHS AO03BOMSE BU3HAYATY LiHY HA KONbOPOBUI METas 3 NEBHUM CTYNEHEM TOYHOCTI Ans No4anbLUol
#oro 3akynieni 3a BUMZHOK NOKYNLEBI LiHOK.
Knto4oBi cnoBa: NporHo3, HeMpPOHHa Mepexa, HaBYaHHS, TOYHICTb, YaCoBUA PAL.
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