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In the paper, a minimal relation Ly generated by an integral equation
with operator measures is defined and a description of the adjoint relation
Lj is given. For this minimal relation, we construct a space of boundary
values (a boundary triplet) satisfying the abstract ” Green formula” and get
a description of maximal dissipative (accumulative) and also self-adjoint
extensions of the minimal relation.
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1. Introduction

In the study of linear operators and relations generated by differential or in-
tegral equations with boundary conditions there often arises a problem of finding
the boundary conditions that determine an operator or a relation with preas-
signed properties. A classical example of the solution to this problem is the
description of self-adjoint extensions of a symmetric operator generated by an
ordinary differential expression. The description was given by M.G. Krein in [17]
(see also [18, Chap. 5]).

The method proposed by M. G. Krein essentially uses the finite dimensionality
of defect subspaces of the symmetric operator. Therefore it is difficult to apply
the results obtained in [17] to operators with infinite defect indices. A significant
advance in overcoming these difficulties was made by F. S. Rofe-Beketov [20], who
was the first to use linear relations for describing self-adjoint extensions of the
minimal operator generated by a differential expression with bounded operator
coefficients. The results obtained in [20] were later generalized both to the case
of more general (accumulative and dissipative) extensions [14] and to the case of
differential expressions with unbounded operator coefficients (see monographs [13]
and [21] for detailed bibliography).

In this paper we consider the integral equation

y(t) = z0 — i /[ dp(s) i / dm(s)(s), (1.1)

[a,t)
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where y is an unknown function, a < t < b; J is an operator in a separable
Hilbert space H, J = J*, J> = E (E is an identical operator); p, m are the
operator-valued measures defined on Borel sets A C [a, b] that take values in the
set of linear bounded operators acting in H; xg € H, f € Ly(H,dm;a,b). We
assume that the measures p, m have bounded variations, p is self-adjoint and m
is non-negative.

We define a minimal relation Ly generated by equation (1.1) and give a de-
scription of the adjoint relation L. For this minimal relation, we construct a
space of boundary values (boundary triplet) satisfying the abstract “Green for-
mula” (see [4,5,16]) and get a description of maximal dissipative (accumulative)
and also self-adjoint extensions of the minimal relation.

If the measures p, m are absolutely continuous (i.e., p(A) = [, p(t)dt,
m(A) = [, m(t)dt for all Borel sets A C [a,b], where the functions |p(t)]|,
|lm(t)|| belong to Li(a,b)), then integral equation (1.1) is transformed into a
differential equation with a non-negative weight operator function. Linear rela-
tions and operators generated by such differential equations were considered in
many works (see [6,7,19], further detailed bibliography can be found, for example,
in [3,15]).

The study of integral equation (1.1) differs essentially from the study of dif-
ferential equations by the presence of the following features:

i) a representation of a solution of equation (1.1) using an evolutional family of
operators is possible if the measures p, m do not have common single-point
atoms (see [8]);

ii) the Lagrange formula contains summands that are related to single-point
atoms of the measures p, m (see [9]).

Note that this paper partially corrects the errors made in [10].

Under tighter assumptions imposed on the measures p, m, a description of
self-adjoint or maximal dissipative (accumulative) extension of Ly is given in the
papers: [9] (where m is the usual Lebesgue measure on [a, b] and the measure p
has a finite number of single-point atoms); [11] (where m is the usual Lebesgue
measure on [a,b] and the set of single-point atoms of the measure p can be
arranged as an increasing sequence converging to b); [12] (where m is a non-
negative continuous measure and the measure p is the same as in [11]). In [9,11],
Lo, L§ are operators.

2. Preliminary assertions

Let H be a separable Hilbert space with a scalar product (-,-) and a norm
II-ll. We consider a function A — P(A) defined on Borel sets A C [a,b] that
takes values in the set of linear bounded operators acting in H. The function P
is called an operator measure on [a, b] (see, for example, [2, Chap. 5]) if it is zero
on the empty set and the equality

(05 -Sron
n=1 n=1



Dissipative Extensions of Linear Relations Generated by Integral Equations 383

holds for disjoint Borel sets A,,, where the series converges weakly. Further, we
extend any measure P on [a, ] to a segment [a, by] (by > b) letting P(A) = 0 for
each Borel set A C (b, bo).

By Va(P), we denote

Va(P) = pp(A) =sup Y _[IP(A)],

where the supremum is taken over finite sums of disjoint Borel sets A, C A.
The number VA (P) is called the variation of the measure P on the Borel set
A. Suppose that the measure P has the bounded variation on [a,b]. Then for
pp-almost all £ € [a, b] there exists an operator function £ — Up (&) such that ¥p
possesses the values in the set of linear bounded operators acting in H, [|[Up(§)|| =
1, and the equality

P(&) = [ Wr(s)dpr 2.1)

holds for each Borel set A C [a,b]. The function ¥p is uniquely determined up
to values on a set of zero pp-measure. Integral (2.1) converges in the sense of
usual operator norm ( [2, Chap. 5]).

Further, ftto stands for f[tot) if ty < t, for _f[t,to) if to > t, and for 0 if tg =
t. A function h is integrable with respect to the measure P on a set A if there
exists the Bochner integral

/ Wp(t)h(t) dpp = / (dP) h(t).
A A

Then the function .
o) = [ @)
to
is continuous from the left.

By Sp, denote a set of single-point atoms of the measure P (i.e., a set t €
[a, b] such that P({t}) # 0). The set Sp is at most countable. The measure P is
continuous if Sp = @, it is self-adjoint if (P(A))* = P(A) for each Borel set A C
[a, b], it is non-negative if (P(A)x,z) > 0 for all Borel sets A C [a,b] and for all
elements x € H.

In Lemma 2.1 below, p1, p2, q are operator measures having bounded vari-
ations and taking values in the set of linear bounded operators acting in H.
Suppose that the measure q is self-adjoint and assume that these measures are
extended on the segment [a, by] D [a,by) D [a,b] in the manner described above.

Lemma 2.1 ([9]). Let f, g be functions integrable on [a,bg] with respect to
the measure q and yg, 20 € H. Then the functions

y(t) = yo— i : dpa (s)y(s) — iJ : da(s)f(s),

2(t) =20 —iJ | dpa(s)z(s) —iJ [ da(s)g(s), a<to<bo, to <t < bo,

to to
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satisfy the following formula (analogous to the Lagrange one):

/ " (da(t) 7 (1), 2()) — / " (), da(t)g ()

Cc1 C1

= (iJy(c2), 2(c2)) = (iJy(er), z(e1))

Cc2

4 [ w.dpa)=) ~ [ 090,20

Cc1 Cc1

- > (@Jp1({t})y(t), p2({t})z(1))

tESpl ﬂSPQ ﬂ[cl ,62)

- > (tJa({tH) f (1), p2({t})z(1))

tESqﬂ3p2 ﬂ[cl 7(:2)

- > (@Jp1({t})y(t), a({t})g(t))

tESpl ﬂSqﬂ[cl ,CQ)

- > @al{thf®,a{thg(t), to<er <c<bo.  (2:2)

tESqﬂ[Cl,cg)

Further we will assume that the measures p, m have bounded variations, p
is self-adjoint and m is non-negative. We consider the equation

y(t) = 20— iJ / dp(s)y(s) — iJ / dm(s) £(s), (2.3)

where xg € H, f is integrable with respect to the measure m on [a,b], a < t <
bo.

We construct a continuous measure pg from the measure p in the following
way. We set po({tx}) = 0 for t;, € Sp and we set po(A) = p(A) for all Borel sets
such that AN S, = @. Similarly, we construct a continuous measure mg from
the measure m. The measures pg, my are self-adjoint and the measure mg is
non-negative. We replace p by pg and m by my in (2.3). Then we obtain the
equation

y(t) = w0 — i / dpo(s)y(s) — i / dmo(s) £(s). (2.4)

Equations (2.3) and (2.4) have unique solutions (see [8]).
By W, denote the operator solution of the equation

W (t)zg = zog — iJ/t dpo(s)W (s)xo, (2.5)

a

where rg € H. Using Lemma 2.1, we get
W) JW(t) =J (2.6)

by the standard method (see [11]). The functions ¢t — W (t) and t — W~L(t) =
JW*(t)J are continuous with respect to the uniform operator topology. Conse-
quently, there exist constants €1 > 0, €2 > 0 such that the inequality

erllz]® < W)l < ez || (2.7)
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holds for all x € H, t € [a, by]. The following Lemma 2.2 is established in [12] for
the case of a continuous measure m.

Lemma 2.2. The function y is a solution of the equation

y(t):xo—iJ/a

if and only if y has the form

tdpg(s)y(s)x - z'J/t dm(s)f(s), xo € H, a<t<by, (2.8)

t

() = Wilt)o = W(HiT [ W (©dm(e)F(©) 2.9

Proof. Equation (2.8) has a unique solution (see [8]). It is enough to prove
that if we substitute the function from the right-hand side of (2.9) instead of y in

equation (2.8), then we get the identity. With this substitution, the right-hand
side of (2.8) takes the form

01 [ doo(s) (Wisteo = w(s1is [ W (@imie) 1)) —i7 [ dmis)(5)
—ro—iJ / " dpo(s) W(s)zo

—J/a dpo(s W* )dm(&) f(&) —ZJ/ dm(s) f(s)( |
2.10

We change the limits of integration in the third term of the right-hand side
of (2.10). Then the third term takes the form

7 [ oo " dpols W(s)s [ W ©m(e) £(6

- J/ ( dpo(s) W(s)) JW?(§) dm(€) f(€)
) \ /(€1

- J/ ( dpo(s) W(s)) JW?(§) dm(€) f(€)
[a.t) \/l&:0)

- J/[a,t) (/{s} dpo(s) W(s)) JW*(€) dm(€) £(€). (2.11)

The last term in (2.11) is equal to zero since the measure pg is continuous. Using
(2.5), we continue equality (2.10):

wineo- [ / dpuls) W(s) ) W (€ dm() £(6) =i [ dmis) 1), (212

It follows from (2.5) that (2.12) is equal to

W(t)xo—/i((W(t)—E)—(W(ﬁ)—E))JW*(ﬁ)dm(ﬁ)f(ﬁ)—iJ/ dm(s) f(s)
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— W () — i / W (£).JW*(€) dm(€) £(€)

i / W ()W (£) dm(€) f(€) — i / dm(s) £(s).

a

Taking into account (2.6), we continue the last equality

Wi(t)oo — W (T [ W () dm(€) f(€)
+id [ dm(©) £6)~i7 [ dm(s) f(s) = y(o).
The lemma is proved. O

3. Linear relations generated by the integral equation

Let B be a Hilbert space. A linear relation 7' is understood as a linear
manifold 7" C B x B. The terminology of the linear relations can be found,
for example, in [1,13]. In what follows we make use of the following notations:
{-,-} is an ordered pair, D(T') is the domain of 7', R(T’) is the range of T', ker T’
is the set of elements x € B such that {z,0} € T' C B x B. A relation T*
is called adjoint for 7' if T™ consists of all pairs {y;,y2} such that the equality
(x2,9y1) = (x1,y2) holds for all pairs {z1,22} € T. A linear relation 7" is called
dissipative (accumulative, symmetric) if for any {z, 2’} € T we have Im(a/, z) >
0 (respectively, Im(z',z) < 0, or Im(2/,z) = 0). A dissipative (accumulative,
symmetric) relation 7" is called maximal dissipative (accumulative, symmetric)
if it has no dissipative (accumulative, symmetric) extensions 77 D T such that
Ty # T. A symmetric relation is called self-adjoint if it is maximal dissipative
and maximal accumulative at the same time. As it is known, a relation T is
symmetric if and only if 7" C T™ and it is self-adjoint if and only if T'=T". As
linear operators are treated as linear relations, the notation {z1,z2} € T is also
used for the operator T. Since all considered relations are linear, we will often
omit the word “linear”.

Let m be a non-negative operator-valued measure defined on Borel sets A C
[a, b] that takes values in the set of linear bounded operators acting in the space H.
The measure m is assumed to have a bounded variation on [a,b]. We introduce
the quasi-scalar product

bo
(2, )m = / ((dm)a(#), ()

on a set of step-like functions with values in H defined on the segment |[a, by].
Identifying with zero functions y obeying (y, y)m = 0 and making the completion,
we arrive at the Hilbert space denoted by Lo(H,dm;a,b) = $. The elements
of $ are the classes of functions identified with respect to the norm |[ly[|,, =

(v, y)11142. In order not to complicate the terminology, the class of functions with
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a representative y is indicated by the same symbol and we write y € $. The
equalities of the functions in §) are understood as the equalities for associated
equivalence classes.

Let us define a minimal relation Lo in the following way. The relation Lo
consists of pairs {y, f} € $ x $ satisfying the condition: for each pair {y, f}
there exists a pair {y, f} such that the pairs {y, f}, {v, f} are identical in $ x $
and {y, f} satisfies equation (2.3) and the equalities

yla) =y(bo) =yla) =0, aecSp;  m({B}f(B)=0, BESm. (3.1

In general, the relation Ly is not an operator since the function y may happen
to be identified with zero in $), while f is non-zero. It follows from Lemma 2.1
that the relation Lg is symmetric. Further, without loss of generality it can be
assumed that if a pair {y, f} € Lo, then equalities (2.3) and (3.1) hold for this
pair.

Lemma 3.1. Equalities (2.3), (2.4), and (2.8) hold simultaneously for any
pair {y, f} € Lo.

Proof. We denote p = p — po, m = m —mg. Then p({tx}) = p({tx}) for
all t; € Sp and p(A) = 0 for all Borel sets A such that A NS, = @. Similar
equalities hold for the measure m. Using (2.3), we get

) =0~ i [ dpolo)y(s) ~ i [ dp(s)y(s
iy / dwi(s) f(s) — i / dmo(s) (s).

Now the desired statement follows from (3.1). The lemma is proved. O]
Corollary 3.2. Ify € D(Lyg), then y is continuous and y(b) = 0.

Lemma 3.3. A pair {7, f} € 9 x 9 belongs to the relation Lo if and only if
there exists a pair {y, f} such that the pairs {y, f}, {y, f} are identical in $H x $
and the equalities

y(t) = ~W(t)iJ / W* (s) dmo(s) £(s), (3.2)
) = Wie)is | "W (s) dmo(s) f(s) = 0, (3.3)
m({B})f(8) = 0 (3.4)

hold, where o € S, U {bp}, B € Sm.

Proof. It follows from Lemmas 2.2 and 3.1 that equalities (3.2)-(3.4) hold
together with equalities (2.3) and (3.1). By the definition of the relation Lg, a
pair {y, f} € Lo if and only if (2.3) and (3.1) hold. The lemma is proved. O

Lemma 3.4. The relation Lo is closed.
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Proof. Suppose {yn, fn} € Lo. Using (3.2)—(3.4), we obtain

(0 = =W [ W (5)dmo(s) fuls), (3.5)
) = W) s [ W (s) dmo(s) fuls) = 0. mi{BNL(5) =0, (36

where av € Sp U {bp}, B € Sm. Suppose that the sequences {y,}, {fn} con-
verge in $ to y, f, respectively. We note that if a sequence converges in $ =
Lo(H,dm;a,b), then this sequence converges in Lo(H, dmyg; a,b). Moreover,

1o = FII5 = (m{BH(f(B) = £(8)), fa(B) = F(B)) = (m({B})f(B), F(B)),

where § € Sym. Passing to the limit as n — oo in (3.5) and (3.6), we obtain
equalities (3.2)—(3.4). It follows from Lemma 3.3 that the pair {y, f} € Lo. The
lemma is proved. O

Corollary 3.5. The function f € $ belongs to the range R(Lg) if and only
if f satisfies the conditions

[ ) dma(s) 565 =0, m({3)1(3) =0, (3.7)

where a € Sp U {by}, B € Sm.

Remark 3.6. The first equality in (3.7) is equivalent to the following:

" W*(s)dmg(s) f(s) =0, a1, € SpU{a}U{bp}. (3.8)

aq

Remark 3.7. It follows from Lemma 3.1, Corollary 3.2, and equality (3.4)
that we can replace mgy by m and by by b in (3.2), (3.3), (3.7), and (3.8).

By Sp, denote the closure of the set Sp.

Lemma 3.8. Suppose {y, f} € Lo. Then y(t) =0 for allt € Sp and f(t) =
0 for m-almost all t € Sp U {a,b}.

Proof. 1t follows from Corollary 3.2 that the functions y € D(Lg) are contin-
uous. Taking into account (3.1), we obtain y(t) = 0 for t € Sp. Using Corollary
3.5 and Remark 3.7, we get

[ dma(s) (). W (s)a) =0, m({8))4(8) =0
for all z € H and for all « € Sp U {b}, B € Sm. Hence equality (2.1) implies

/a(‘llmo(S)f(S), W (s)x) dpm,(s) = 0, m({5})f(5) = 0. (3.9)
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We denote
(1) = (U (1 (1), W (B)2),  By(t) = / 2(5) dprmo(5).

The function ®, is continuous. Hence, it follows from (3.9) that ®,(¢) = 0 for all
t € Sp U {a,b}. Therefore, @, (t) =0 for pm,-almost all ¢ € Sp, U {a, b}.

Let {x,} be a countable everywhere dense set in H and let X}, be a set t €
Sp such that ¢, () = 0. Then gm,(Xn) = 0m,(Sp). We denote X = N, X,.
Then omy(X) = 0m,(Sp) and ¢, (t) = 0 for all n. If a sequence {z,} converges
to z in H, then the sequence {W(t)z,} converges to W (¢)z for fixed ¢. Therefore,
wz(t) = 0 for all x € H and for all t € X. The operator W(t) has a bounded
inverse for all ¢. It follows that Uy (¢)f(f) = 0 for all ¢ € X. Consequently,
Wino (1) f(t) = 0 for pmy-almost all t € Sp U {a,b}. It follows from (2.1) that

b b
/ (dmo(t) (1), £(t)) = / (Wang (£) (1), £(£)) dprmo (£) = 0.

Hence, using (3.4), we obtain f(t) = 0 for m-almost all ¢t € Sp U {a,b}. The
lemma is proved. O

By $0 (by $1), denote a subspace of functions that vanish on (a,b) \ Sp (on
Sp U {a, b}, respectively) with respect to the norm in $. The subspaces $g, $1
are orthogonal and ) = H @ H;. We note that $H = {0} if and only if m(gp U
{a,b}) =0.

We denote Lig = LoN($H1 x H1). Then D(L1g) C H1, R(L1g) C H:1. It follows
from Lemma 3.8 that

Ly = ($0 x $0) @ Ly, (3.10)

i.e., the relation L{ consists of all pairs {y, f} € $ of the form

{y,f}:{u,v}+{z,g}:{u+z,v+g},

where u,v € 9, {z,9} € Lj,.

The set Tp = (a,b) \ Sp is open and it is the union of at most a countable
number of disjoint open intervals, i.e., Tp = Uﬂ,?:l Ty T NT; = @ for k # 3,
where k; is a natural number (equal to the number of intervals if this number is
finite) or the symbol oo (if the number of intervals is infinite). By J, denote the
set of these intervals [J,. Note that the boundaries a4, B of any interval J; =
(a, Br) € J belong to Sp U {a, b}.

Further, let x4 denote the characteristic function of a set A. We denote

wk(t) = X[akﬁk)W(t)Wfl(ak), (3.11)
where (ay, Br) = T € J. Using (2.6), we get

wZ(t)ka(t) =J oq,<t< ﬁk (3.12)
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Lemma 3.9. Let g € § and let the function Gy be given by the equality

t
Gu(t) = ~un(t)iJ [ wi(s) dm(s) g(s).
o
where (o, Br) = Ji € J. Then the pair {Gy,g9} € Li, if g vanishes outside
[a/ﬁﬁk)'

Proof. Equalities (2.6) and (3.11) imply

GL(t) = Xy W01 | W7(5) dm(s) ().

It follows from Lemma 2.2 that the function G is a solution of equation (2.8) on
the segment [y, 7], v < Bk (for a = ag, y = G, f =g, o = 0).

Suppose a pair {y, f} € Ly. According to Lemma 3.1, the pair {y, f} satisfies
equation (2.8) for xg = 0. Therefore we can apply formula (2.2) to the functions
y, [, G, g for ¢ = ag, co =, Q = m, p; = p2 = po. Since the measure py is
continuous, self-adjoint and (3.4) holds, we obtain

/  (g(s), dm(s) y(s)) = / ' (Gi(s).dm(s) £(s)) + (TG, y().  (3.13)

k AL

The function y is continuous from the left and y(5x) = 0. Hence, passing to the
limit as v — B — 0 in (3.13), we obtain

Br B
/ (9(5), dm(s) y(s)) = / (Gr(s), dm(s) f(s).

k k

This implies the desired statement. The lemma is proved. O

Let M be a set consisting of intervals J € J and single-point sets {7}, where
T € Sm \ Sp- The set M is at most countable. We arrange the elements of M in
the form of a finite or infinite sequence and denote these elements by &, where
k is any natural number if the number of elements in M is infinite, and 1 < k <
k if the number of elements in M is finite and equal to k.

We will assign an operator function vy to each element &, € M in the following
way. If & is the interval, & = J = (ag, Bx) € J, then

VE(t) = Xjag,80)\Sm Wk (L)- (3.14)

If & is a single-point set, & = {7k}, Tk € Sm \ (Sp U {a,b}), and 7, € T, =
(atn, Br), then

V(t) = X{r}Wn(Th)- (3.15)

It follows from the definition of functions v;. that for each element x1,xz0 € H

the functions vy (-)z1, vj(-)z2 are orthogonal in § for k # j. Moreover, v(-)z €
$1 for all x € H and for all k.
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Lemma 3.10. The linear span of functions t — vi(t)€, & € H, is dense in
ker L],. Here k € N ifk = 0o, and 1 < k <k if k is finite.

Proof. Tt follows from Corollary 3.5, Remark 3.7, and (3.10) that the range
R(L1p) consists of all functions f € $) orthogonal to functions of the form wvg(-)¢,
where £ € H. The equality ker(L3,) @ R(L1g) = $1 implies the desired assertion.
The lemma is proved. O

Let Qg0 be a set x € H such that the functions ¢ — v (t)x are identical with
zero in §). We put Qr = H © Q0. On the linear space @i, we introduce a norm
||I]|_ by the equality

1€ell- = llvr()ékllg > &k € Qi (3.16)

We note that if vy has the form (3.14), then

1/2
1€kll— = </[ s (dm(s) wk(é’)ﬁk@k@)ik)) . &k € Q.

If vy, has the form (3.15), then

16kl = (m({n})wa (7)€ wa ()€, &k € Qi

By @}, , denote the completion of @}, with respect to the norm (3.16). The norm
(3.16) is generated by the scalar product (&g,mk)— = (vi(-)&k, vi(-)Mk)e, Where
&y Mk € Q. From the formula (2.1), in which the measure P is replaced by m,
it follows that

Nrll— <&, & € Qk, (3.17)

where v > 0 is independent of & € Q.

It follows from (3.17) that the space @), can be treated as a space with a
negative norm with respect to Qp [2, Chap. 1] and [13, Chap. 2]. By Ql‘:, we
denote the associated space with a positive norm. The definition of spaces with
positive and negative norms implies that Q; C Q. By (,-)4 and |||, we
denote the scalar product and the norm in QZ, respectively.

Suppose that a sequence {xy,}, Tr, € Q, converges in the space @, to xg €
Qy asn — oo. Then a sequence {vi(-)ZTg,} is fundamental in §). Therefore this
sequence converges to some elen~1ent xo € 9. We denote this element by vy (+)zo.

Let Q, = Q7 x -+ xQ,, (Qf = Qf‘ X -+« X Q) be the Cartesian product
of the first n sets Q; (Q) ., respectively) and let V,,(t) = (vi(t),...,vn(t)) be
the operator one-row matrix. It is convenient to treat elements from @; as one-
column matrices, and to assume that V;,(¢)&, = > p_; vk(t)&k, where we denote
&n =col(&r,...,6n) € QL &k € QL.

Let kerj, be a linear space of functions t — vy ()&, &k € Q- By (3.16), it
follows that kery, is closed in $). The spaces ker;, and ker; are orthogonal for k #
j. We denote IC;, = ker; @ - - - @ ker,,. Obviously, K, C IC,,, for n < m.

Lemma 3.11. The set |J,, Ky, is dense in ker L7,.
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Proof. The required statement follows immediately from Lemma 3.10. O

By Va, denote the operator §n — Vn()gn (gn € QV;) The operator V,, maps
continuously and one-to-one @), onto KC,, C $; C §. Hence the adjoint operator
V,, maps $) onto QV:{ continuously. We find the form of the operator V). For all
n €Qn=0Q1 X ...Qp, [ €9, we have

- bo - bo - -
(Vo) = / (dm(s) 1(5), Va(s)En) = / (Vir(s) dn(s) (), &) = (Vi En).

Since @), is dense in @, we obtain

bo
vif = [ V(s dm(s) fs). (3.18)

So we proved the following statement:

Lemma 3.12. The operator V,, maps continuously and one-to-one Qvg onto
Kyn. The adjoint operator Vy maps continuously $) onto Q" and acts by the
formula (3.18). Moreover, V! maps one-to-one K,, onto Q.

Let Q_, Q.. Q be linear spaces of sequences 7 = {m}, & = {x}, £ = {&}
respectively, such that the series

k K k

2 2 2
Dol D lerlts Dol
k=1 k=1 k=1

converge if k = oo, where np € Q) , v € Qg, & € Q. These spaces become
Hilbert spaces if we introduce the scalar products by the formulas

k
(ﬁ’ &)* = Z(n/ﬁo_k)*’ ﬁva S va
k=
(¢7¢)+ = Z(@k,d}k)Jﬂ 6571!) € QJra
k=
(60 = (&), £,CeQ.

B
Il
—

In these spaces, the norms are defined by the equalities

k k k
2
~112 2 ~112 2 2
702 =3 el 025 =D leells s [[€] =D e
k=1 k=1 k=1

The spaces Q4, Q_ can be treated as spaces with positive and negative norms
with respect to Q (see [2, Chap. 1] and [13, Chap. 2]). So, Q+ C Q C Q_ and
e1]|@ll_ < ||l < e2||@]l,, where @ € Qy, 1,62 > 0. The “scalar product” (7, ¢)
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is defined for all g € @, n € Q_. If 5 € Q, then (7, ¥) coincides with the scalar
product in Q.

Let M C Q_ be a set of sequences that vanish starting from a certain number
(its own for each sequence). The set M is dense in the space Q_. The operator
V), is the restriction of V,41 to QV; . By V', denote an operator in M such that
V' = Vpip, for all n € N, where 77 = (7,0, ...), 7, € Q,,. It follows from (3.16)
that V' admits an extension by continuity to the space Q_. By V, denote the
extended operator. This operator maps continuously and one-to-one Q_ onto
ker(L3,) C $H1 C $H. Moreover, we denote V(t)n = (Vn)(t), where 7 = {n;} €
Q_. Using (3.16), we get

(Vﬁv Vg)ﬁ = (777 5)—7 n= {7716}7 o= {Uk}> n,0€ Q. (3'19)

The adjoint operator V* maps continuously $ onto Q. Let us find the form
of V*. Suppose f € 5, 1€ M, 7 ={n,,0,...}. Then

bo " bo .
@V = (Vi s = / (dm(t) V(1)7, £ (1)) = / (7, V() dm(t) £ (1)).

Since V*f € Q4 and the set M is dense in Q_, we get

bo _
Vef = / V(1) d (1) £ (2). (3.20)

Taking into account Lemmas 3.11 and 3.12, we obtain the following statement.

Lemma 3.13. The operatorV maps Q_ onto ker(L},) continuously and one-
to-one. A function z belongs to ker(L3,) if and only if there exists an element
7= {m} € O_ such that z(t) = (Vi)(t) = V(t)i]. The operator V* maps $
onto Q4 continuously and acts by the formula (3.20), and ker V* = $y &R (L1o).
Moreover, V* maps ker(L3,) onto Q1 one-to-one.

Theorem 3.14. A pair {y, f} € H x 9 belongs to L if and only if there
exists a pair {y, f}, the functions yo,y, € Ho, Y, f € H1 and an element 77 € Q_
such that the pairs {y, f}, {y, f} are identical in $ x $ and the equalities

~

k1 t
y=w+T f=uh+ o 90 = VOIS wt)i / wi(s) dm(s)f(s) (3.21)
k=1 a

hold, where the series in (3.21) converges in $), ky is the number of intervals Jj €

J.

Proof. The first two equalities in (3.21) follow from (3.10). Let us prove that
the last equality in (3.21) holds. First we prove that if the functions ¥, fsatisfy
the third equality in (3.21), then the pair {7, f} € Lj,. If k; is finite, then this
statement follows from Lemmas 3.9 and 3.13. We assume that ki = oc.

It follows from Lemma 3.13 that Vij € ker(L},). The function

~

Gie(t) = —wi(t) i / wi(s) dm(s) f(s)
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— —w(t)iJ / W} (5)Uen () F(5) dpm(s) (3.22)

k

vanishes outside the interval [ay, B;). (Here ¥, pm are the functions from (2.1)
in which the measure P is replaced by m.) We denote fi(t) = X|a,,3,)f(t). Using
(2.1), (2.7), and (3.22), we get

501 < ex )] [ " ik |2 F(5)| dpms)
<o ([ e@aw ] amo) =<7l ae>0

15l = /jk@mu)@k(w (1)) dom(1) < om(lon 50 B 3:29)

We denote

n

Sn (t) = Z//\k (t)
k=1

and prove that the sequence {S,} converges in §). From (3.23), we get

I8all5, = > I3l5 < Qme s 500) ] < <m0 | ]
k=1

Consequently, the sequence {S,} converges to some function S € § and

Y w0 /tw;;(.g)dm(sns), ISty <2 |[F, . e2>0. (329)
k=1 a

It follows from Lemma 3.9 that

n

{sn,ka} e L.
k=1

The relation L7, is closed. Therefore, {5, fle L3, and {y, f}e L3,

Now we assume that a pair {7, f} € Lj,. For the function f, we find a
function S by the formula (3.24). Then {S, f} € Lj,. Hence y—S € ker Lj,. By
Lemma 3.13, it follows that there exists an element 7 € Q_ such that y — S =
V1. Therefore, 3§ has the form (3.21). Now (3.10) implies the desired assertion.
The theorem is proved. O

4. The description of dissipative extensions of L,

By Loy (by Ly ), denote the closure in $) of the linear span of functions ¢ —
vk (t)nk, where n, € @, and v has the form (3.15) (form (3.14), respectively).
The spaces Ly and ,COL are orthogonal. Using Lemmas 3.10 and 3.13, we obtain
Lo® Lg = ker L},. We put Q_ = V1L, Qf = V~-I1L¢. By (3.19), it follows
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that the spaces Q_, Q1 are orthogonal in Q_ and Q_ = Q_ @ QL. We denote
Vo = VP, V5 = V(E — P), where P is the orthogonal projection onto Q_ in Q_.

It follows from Lemma 3.13 that V*f (f € ) is an element of the space Q C
Q, i.e., a sequence with elements of the form

bo
wy, () m ({73 }) f (7), / X[oB)\Sm Wk () dm(t) f(2) (4.1)

(and possibly with zeros), where 7, € (Sm \ Sp) N Tn; (o, Bk) = Ti; Tn, T €
J. The element Vjf is a sequence with elements of the first form in (4.1) (and
possibly with zeros), and (Vg)*f is a sequence with elements of the second form
in (4.1) (and possibly with zeros). Therefore,

V. Veg) = Vo £, V69),  f.g€H. (4.2)

Using (3.12), we obtain

(iJwp (Ti)m({7x}) f (1), wi, (Te)m ({7 }) 9 (7))
= (iJm({7e}) f(m), m({7e })g(7)), f.g€H. (43)

We denote H_ = $Hy x Q_, Hy = )y x Q4. Suppose a pair {y, f} € L.
By Theorem 3.14, there exists a pair {y, f} such that the pairs {y, f}, {y, f} are
identical in ) x $ and the equalities

y:y0+377 f:y6+fa {@\?f}GLTO (44)

hold, where yo,y, € $o and y has the form (3.21). With each pair {y, f} we
associate a pair of boundary values {Y,Y'} € H_ x H by the formulas

Y ={yo,Yio} eH_ =99 x Q_, Y ={yp, Yo} €eH =9Hyx Qy, (4.5)

where
Yip =17 — 2 NIV 427 NIV, Yo =V, (4.6)
J is the operator in Q acting as f§: {J&: 5: {&} € Q.

Let I" denote the operator that takes each pair {y, f} € L to the ordered pair
{Y,Y'} of boundary values Y, Y’ ie., I'{y, f} = {Y,Y'}. We put I'1{y, f} =
Y, To{y, f} = Y'. Tt follows from Lemma 3.13 that if pairs {7, f}, {y, f} are
identical in $) x $, then their boundary values coincide.

Theorem 4.1. The range R(I") of the operator T' coincides with H_ x H
and “the Green formula”

(f,2)0 = (y,9)5 = (Y, 2) = (Y, Z') (4.7)

holds, where {y, f},{z,9} € L§, T{y, f} ={Y,Y'}, T'{z,9} = {Z, Z'}.
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Proof. The equality R(I') = H_ x H; follows from Lemma 3.13 and the
formulas (3.10), (4.5), (4.6). Let us prove (4.7). Suppose that a pair {y, f} has
the form (3.21) and a pair {z, g} has the form

Z:z0+27 g:zé+/g\7 {%\a/g\}el-j{O?

where 2, 2, € 9o,

131 ¢ B
2(t) = V()¢ — Zwk(t)ij/ wi(s)dm(sYy(s), C€Q_,geH.  (4.8)
k=1 a

Then R
(f:2)9 — (¥, 9)s = (U0, 20)5 — (W0, 20)s + (f2)s — (¥, 9)s-
Thus, it is enough to prove the equality

-~

(£:2)% — (7,95 = (Y{o, Z10) — (Y10, Z1p)- (4.9)

Using (4.6), we get
(F Vs = (V*F,0) = V[, Zio + 27 1iJVG — 271 V59), (4.10)
VL, 9)s = (7, V*g) = (Yio + 27 LiJV* F — 2 LIV V7). (4.11)

In (3.21) and (4.8), we denote
F() ==Y wn(®)] | wis) dm(s) 7o)
k=1 a

~ kl t
G(t) ==Y wy(t)i] / wi(s) dm(s) G(s).
k=1 a

We define the functions Fj, Gj by the equalities

t t

Fip(t) = —w(t) 3] [ wi(s) dm(s) f(s), Gk(t) = —wk(t)iJ/ wp.(s) dm(s) g(s).
oy 75

It follows from Lemma 2.2 that the functions Fj, GGj are the solutions of equation

(2.8) on [ag, Bi) for 29 = 0 (Gj is the solution if f is replaced by ¢ in (2.8)).

Using (3.12) and Lemma 2.1, for p; = p2 = pp, @ = m, ¢1 = g, c2 = 8 < S,

we obtain

B B
/ (F(s), dm(s) Gi(s)) — / (Fa(s), dm(s)3(s))

k k

B

= (sruntoyis [ B wi(s) dm(s) 7. (9) | i) ) i)

- > m{rhHi(m), m{rhHi(r)

TESmN[ay,B)
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(] ? wt(s) dm(s) ). / " wi(s) dm(s) (o))

- Y @m{rhHi(r), m{7hHy(r). (4.12)

TESmﬁ[ak,ﬁ)

Passing to the limit as § — B — 0 in (4.12), we obtain that (4.12) will remain
true if G is replaced by Bi. Therefore,

Bk . Bk
/ (F(s), dm(s) Gi(s)) - / (Fi(s), dm(s) 5(s))

k k

= (1 [ vt dmeo Fe [ wits)amis) 500

k k

- Y @m({r)f(r).m({r})g(r)).

TESmm[akaBk)
Taking into account (3.20), (4.1), and (4.3), we get
(F.G)s = (F.9)s = (iJV"],V'9) = (1IV . V7).
Then equalities (4.10) and (4.11) imply
(£.2)s = @:9)5 = (V' [, Z10) =271 IV* F,V'9) + 2711V F, V59)

— (Y10, V*9) — 271 (iJV* [, V*9) + 27 iV F.V'5)

+ (@IV V) — IV F.V55)-
Now, using (4.2) and (4.6), we obtain (4.9). The theorem is proved. O

From the theory of spaces with positive and negative norms (see [2, Chap. 1]
and [13, Chap. 2]), it follows that there exist isometric operators d_ : Q_ — Q,
d+ : Q4 — Q such that the equality (17,¢9) = (d_7,4+9) holds for all 7 € Q_,
© € Q. We denote H = Hy x Q. Suppose {¥, f} € L. According to Theorem
3.14, there exists a pair {y, f} such that the pairs {y, f}, {y, f} are identical in
$H x H and equalities (4.4) hold. To each pair {y, f} assign a pair of boundary
values 1{y, f} ={V,Y'} € H x H by the formulas

V=m{y [} ={v0,0-Yio}, YV ={y, f} = {wh,0+Y{p}.

By Theorem 4.1, it follows that the operator v maps L onto H x H and the
equality
(f,2)s — (W, 9)s = V', 2) = (¥, 2') (4.13)

holds, where {y, f}, {5,0} € L& 7y, f} = (V.9'}, 2.9} = (2,2} This
implies that the ordered triple (#,~1,72) is a space of boundary values (a bound-
ary triplet in another terminology) for Lo in the sense of papers [4,5, 16] (see
also [13, Chap. 3)]).

Let 6 be a linear relation, 8§ C ‘H x H. By Ly, denote a linear relation such
that Lo C Ly C L§ and 7Ly = 0. It follows from (4.13) that both relations Lg
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and @ are maximal dissipative (or maximal accumulative, or maximal symmetric,
or self-adjoint). From here, taking into account the description of self-adjoint
relations (see [20]), of dissipative relations (see [14]), we obtain the following
assertion.

Theorem 4.2. IfU is a contraction on $), then the restriction of the relation
L§ to the set of pairs {y, f} € L§ satisfying the condition

(U—E)of +(U+E)YT1f =0 (4.14)

(U—E)of —(U+E)1f=0 (4.15)

1§ a mazximal dissipative, respectively, maximal accumulative extension of Lg.
Conversely, any mazimal dissipative (mazximal accumulative) extension of Lg is
the restriction of Lfy to the set of pairs {y, f} € L{ satisfying (4.14) (or (4.15)),
where a contraction U is uniquely determined by an extension. The maximal
symmetric extensions of the relation Lo on $ are described by the conditions
(4.14), (or (4.15)), where U is an isometric operator. These conditions define a
self-adjoint extension if U is unitary.

Let us consider some examples.

Example 4.3. Suppose p = pg is a continuous measure, m = y is the usual
Lebesgue measure on [a,b] (i.e., u([a, B)) = f — a, where a < a < f < b (we
write ds instead of du(s)) ). In this case, Lo, L are operators, ki1 =k =1, $p =
{0}, Q1o ={0}, Q1 = H =Q_ = Q. Equality (3.21) has the form

o) = Wity = W(e)is [ W) (s ds, f=Lig, ne H.
By direct calculations, we obtain
Y =27 (y(a) + W D)y(0); Y =i (W (B)y(b) — y(a)). (4.16)

Now we assume that the measures p, m are continuous. Generally, then Ly,
L§ are not operators. In this case, ky =k =1, $ = {0}. In general, Q1 # H,
Q1 # Q. If a pair {y, f} € L§ is such that y(a) € @1, then equalities (4.16)
hold.

Suppose that m = p and the set Sp of single-point atoms of the measure
p can be arranged as an increasing sequence converging to b. For this case the
space of boundary values was constructed in [11].

Example 4.4. Suppose that Sy # @ and m = p 4+ m, where p = mg is the
usual Lebesgue measure on [a,b] and p(A) = m(A) for all Borel sets such that
ANSm =3. So, Sm = Sm and m({B}) = m({B}) for all B € Sm. We denote
Qro = kerm({7;}), Qr = H © Qp 0, where 7, € Sy Let my, be the restriction
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of the operator m({7x}) to @k The operator my, is self-adjoint and R(my) C
Qr. By Q, , denote the completion of Q) with respect to the norm |[[{||_ =

(my€,€)Y2, where £ € @k Let O_ be the linear space of sequences 11 = {n}
such that the series Y72 | [|7x]|* converges if kg = oo, where kg is the number of
clements in Sy, Then $) = Lo(H;a,b) & O_.

Suppose p = 0 and a,b ¢ Sm. (The case of an arbitrary continuous measure
p can be considered in a similar way.) If p = 0, then $9 = {0}, W(¢) = E, and
Q. =Ha® O_. It follows from Lemma 3.3 and (3.1) that a pair {y, f} € Lo if
and only if

y(t) = —iJ / f(s)ds,  y()=0, m(B)f(B)=0, BESm

Using Theorem 3.14, we obtain that a pair {y, f} € L if and only if
t
) =m+ 3 Xy~ i [ dm(s) £(6), (417)
T <t a

where g € H, 7 € Sm, Mk € @,;, and the sequence 77 = {ng, 7} belongs to Q_
(here k € N if ko = o0, and 1 < k < ko if ko is finite).

It follows from (4.5), (4.6), and (4.1) that the boundary values Y, Y’ are the
sequence of the form

Y = {7)0 - 2_IZ'J/:J"(S) ds, le},
Y = {/abf(s) ds, m({Tk})f(Tk)}, k=12, ..

Suppose that the set Sy, of single-point atoms 75 of measure m can be ar-
ranged as an increasing sequence; 71 < 7o < .... In this case, we find g, ng.
Using (4.17), we get

y(®) =10+ 3 Xgnyk — i / F(s)ds —id 3 m({nh) f(m). (4.18)

TRt T <t

From (4.18), by direct calculations we obtain
m = y(a),
T1
m=y(m) (@) +i7 [ f(s)ds,

i = y(m) — y(ri) + i / " Fs)ds + iTm({me }) (i),

Thus, the boundary values Y, Y’ are expressed through the values of the functions
y, f and the integrals of f.

Acknowledgment. The author thanks the reviewer for useful comments.
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JucnnatuBHi po3IMpeHHs JIIHINHNX Bi/THOIIIEHb,
MOPO/PKEHNX IHTErpaJIbHUMU PiBHIHHAMU 3
ornepaTopHUMU MipaMu

Vladislav M. Bruk

Y crarTi BU3sHaUeHO MiHiMaJibHE BijHOIEHHS L, sike MOPOJIXKeHe 1HTe-
IPaJbHUM PIBHSHHSM 3 OIEPATOPHUMHU MipaMu, i HQJIAHO OMHUC CIPSKEHOIO
BigHomenua L. g nporo MiHiMaIbHOrO BiIHOIIEHHS TOOYIOBAHO IIPOCTIP
IPAHUYHUX 3HAYEHD (IPAHUYHA TPIlKa), 10 3a/10BOJIbHsIE abcTpakTHy “dop-
Mmysy I'pina’”; i ofep:kaHO ONUC MAKCHMAJIBHOIO JUCULIATHBHOIO (aKyMyJisi-
THUBHOI'O) BiJIHOIIEHHSI, & TAKOXK CAMOCIPSIZKEHUX PO3IINPEHb MiHIMAJIBHOIO
BiJIHOIITEHHSI.

KimrogoBi croBa: rinpbepriB mpoctip, Jiinifine BigHOIEHHS, iHTErpabHe
DIBHSIHHSI, TUCUNIATABHE PO3IIMPEHHS, CAMOCIIPSKEHE PO3NMINPEHHS, IPAHU-
YHe 3HAYEHHSI, OI€PATOPHA Mipa
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