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Abstract. The implementation of information
technologies in various spheres of public life
dictates the creation of efficient and productive
systems for entering information into computer
systems. In such systems it is important to build
an effective recognition module. At the moment,
the most effective method for solving this prob-
lem is the use of artificial multilayer neural and
convolutional networks. This paper is devoted to
a comparative analysis of the recognition results
of handwritten characters of the Azerbaijani al-
phabet using neural and convolutional neural
networks. The results of numerical experiments
are given.
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Introduction. Recognition of handwritten characters is
an important problem of automation. At the moment, the
most promising approach to solving this problem is the
use of artificial neural and convolutional networks as
classifiers. The main problem in the construction of such
classifiers is the lack of a formal mechanisms for choos-
ing the type and architecture of a neural network (NN).
The efficiency of a classifier based on neural networks is
determined by the architecture of the network, the number
of layers, the nature of the layers and connections be-
tween them, the number of neurons in the layers. In the
paper, a comparative analysis of the use of neural and
convolutional neural networks [1 — 4] will be carried out
on the example of the problem of recognizing handwritten
characters of the modern Azerbaijani alphabet based on
the Latin spelling [5 - 9].

Artificial multilayer feedforward neural networks.

A neural network is a network with a finite number of
elements of the same type, analogs of neurons, with vari-
ous types of connections between them. The basis of each
neural network is made up of relatively simple, in most
cases of the same type, elements that imitate the work of
brain neurons.

Each neuron is characterized by its current state, by
analogy with the nerve cells in the brain, which can be
excited or inhibited. It has a group of synapses — unidirec-
tional input connections connected to the outputs of other
neurons, and also has an axon — the output connection of
a given neuron, from which the signal (excitation or inhi-
bition) is sent to the synapses of the following neurons.

Each input is multiplied by the corresponding weight,
similar to synaptic strength, and all products are added
up, determining the level of neuron activation.

Each weight corresponds to the "strength" of one bio-
logical synaptic connection.
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The summing block corresponding to the body of a biological element determines the current state of
the neuron as the weighted sum of its inputs (Fig. 1):

n
S= ) X W +6,
i-1
where w; — synapse weight (i=1..n), 6 — bias value, s —summation result, x; — input vector component
(input signal) (i=1..n), n —number of input neurons.

The output of a neuron is a function of its state
y=1(s),
where y — output signal of the neuron, f — nonlinear transformation (activation function). The logistic

function, hyperbolic tangent function, ReLU function or Leaky ReL. U function can be taken as a nonlinear
activation function [2-4].

In multilayer neural networks, neurons are combined into layers. A layer is a collection of neurons
with a single set of input signals (Fig. 2). The number of neurons in each layer can be any and in no way
connected in advance with the number of neurons in other layers. In general, the network consists of k
layers, numbered from left to right. External input signals are fed to the inputs of the neurons of the first
layer (the input layer is often numbered as zero), and the outputs of the network are the outputs of the last
layer. The number of input and output elements is determined by the problem definition. In addition to the
input and output layers in a multilayer neural network, there are one or more intermediate (hidden) layers.
Multilayer networks can form in cascading layers. The output of one layer is the input for the next layer.
The work of the neural network consists of transforming the input vector X into the output vector Y , and
this transformation is done with the weights of the network.

X
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FIG. 1. Artificial neuron FIG. 2. Multilayer network

Convolutional neural networks. A convolutional neural network (CNN) is usually an alternation of
convolution layers, subsampling layers, and in the presence of fully-connected layers at the output. In this
work, we will use classical LeNet-5 architecture proposed by Yann Lecun [1] as a CNN (Fig. 3).

A convolutional layer is a collection of feature maps. Feature maps are two-dimensional matrices that
represent the result of convolution by a separate filter. Each neuron of the feature map is connected to a
part of the neurons of the previous layer. All maps of the convolutional layer are the same size and are
calculated using the formula:

(w,h)=W -k +1LH -1+1),

where (w,h) — feature map size, W and H - the width and height of the original image, k and
| —width and height of convolution kernel.
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FIG. 3. Convolutional neural network

The convolutional layer is similar to the application of the convolution operation, where only a small
size matrix of weights (the convolution kernel) is used, which is "transported" over the entire processed
layer (Fig. 4).

The kernel is a system of shared weights. Within one feature map, all neurons use the same weights.
In the convolutional layer, the total weights reduce the number of connections and allow finding the same
feature over the entire image area.

Kernel size kx| traverses with a given step (usually 1) the entire image, at each step, element-
by-element multiplies the contents of the window by the kernel matrix, the result is summed up and writ-
ten into the result matrix (Fig. 4). Then the result matrix is passed through the activation function (usually
ReLU) and this forms the output of the convolutional layer.

The subsumpling layer, like the convolutional layer, has maps and their number coincides with the
previous (convolutional) layer. The purpose of a layer is to reduce the dimensions of the maps of the
previous layer. Basically, there are two types of subsampling layer: selection of maximum (max pooling)
or average (average pooling) (Fig. 5).

For this, the feature map of the previous layer is divided into cells of a certain size (usually 2 x 2).
Further, for each cell, depending on the selected downsampling algorithm, the maximum or average cell
value is selected.

After sequential alternation of the convolutional and subsampling layers, the output of the last pool-
ing layer is fed to the input of a fully connected 3-layer feedforward neural network to directly implement
the classification function. The number of neurons in the output layer is determined by the nature of the
task and is usually equal to the number of recognized classes.

Pixel Values max pooling
1 ‘ 0 ’ 4 ‘ 2 1125 67 Convoluted Image 20|30
r— Kernel 112| 37
8|2|5|4a|34|12 » T 12/20| 30| 0
20 | 13 [R28N 15 | 240 2 198 812|120
b - (2|2 W e ;
76| 8|6 |6 10076 34|70 37| 4 average pooling
— 1121
34 | 66 [134]223| 201| 3 112/100f 25 | 12 13| 8
255(123| 89 | 55| 32 2 79|20
FIG. 4. Convolutional map values FIG. 5. Pooling layer
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Conditions for carrying out numerical experiments
For comparative analysis handwritten characters of the

Azerbaijani alphabet, consisting of 32 characters, were used ;L\ A A A # A A k )4 A F—I
as the object of recognition (Fig. 6): ) 8 BR BHB S /5 g
{ABCCDEOFGGHIIKLMNOOPQRSSTUUVXYZ}. ¢ C P £ c oL ¢ C 4
From this set of characters symbols with strokes and dots _ i v
at the top are removed — {GIOU}, since their recognition Q ¢ ¥ G ¢ ¢ q q ¢ ﬁ G
falls into two stages: recognition of the upper and lower Dp D@ 2D D Do D D
parts. The lower part is determined using the character £ E ) r
recognition module {GIOU}, and the upper part can be done E £ E EE E ‘f 6
using some other "lightweight" algorithms. So, the number g 7 9 a ‘} 3 a 9 ) 4 a
of classes for recognition will be 28. £ Fr £F F IEP F FF

For training and testing we used a database of handwritten
characters scaled up to size 20x20 with preserve original
proportions. When training convolutional networks, we used  FIG. 6. Example of handwritten characters
a 32x32 size with a 20x 20 character in the center.The da-
tabase for each class contains 500 copies for training and
100 copies for testing, which ultimately gave 28x500=14000 copies in the training sample and
28x100=2800 copies in the test sample. To expand the training database, the augmentation technique
was used — the artificial generation of new symbols using affine transformations. Using this technique,
character bases consisting of 28000, 42000, and 70000 characters were generated to conduct numerical
experiments as a test sample.

For completeness of the experiment, when training multilayer network, we fed not only the image
itself (a vector with a dimension of 400) to the network input, but also the results of feature extraction.
The Peripheral Directional Contributivity (PDC) is used as feature extraction method (Fig. 7) [10]. This
feature reflects well the complexity, the orientation and the relative positioning of strokes in symbols.
Directional Contributivity (DC) of each point of a symbol represents 8 (or 4)-dimensional vector. Each
component of a vector represents distance from this point up to a symbol border in one of possible 8
directions (or a maximum of distances on 4 directions: vertical, horizontal and two diagonal). Then values
of a vector are normalized. At movement from border on one of four directions we shall meet a point in
which white color passes in black. We shall name such point as the 1st order peripheral point (or the

peripheral point of depth 1). If we move further,
) g e shall meet the 2nd order peripheral point.

As a feature, we use DC for all the 1st and
2nd order peripheral points on four directions.
For reduction of dimension and sensitivity shifts,

] “~ we divide the sequence of peripheral points in
1 each direction into segments and use the average
DC values in each segment. In our experiments,
Vi f we used the following PDC parameters:
V! N 7 eDimension DC = 4;
N PR \ / v e Directions quantity = 4 (two each in the hori-
- - \ x / zontal anq vertical directions);
1 N > eDepth quantity = 2;

e Number of segments = 8.
As a result, the dimension of the PDC fea-
FIG. 7. Extraction of PDC feature ture will be 4x4x2x8=256.
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For a comparative analysis, the following NN models were used.
o Artificial multilayer feedforward neural networks (AMFENN).

When training models 1 and 2, an image of a symbol without feature extraction was fed to the
input of the neural network, and for models 3 and 4 — the results of feature extraction. Also, these
models differ in the number of hidden layers.

Model Number Number Number
of layers of neurons of parameters
on layers
Pixels_400_50_28 3 400-50-28 21478
Pixels 400 50 50 28 4 400-50-50-28 24028
PDC_256_50_28 3 256-50-28 14278
PDC_256 50 _50 28 4 256-50-50-28 16828

e Convolutional neural networks (CNN).

These models differ in the number of feature maps in the "second" layer.

Number Number Number
of neurons Number
Model of feature maps of feature maps
. nd on fully connected of parameters
on the 1 layer on the 2" layer
layers

LeNet5-filters-6-16 6 16 120-84-28 63236
LeNet5-filters-6-8 6 8 120-84-28 38028
LeNet5-filters-6-4 6 4 120-84-28 25424

For the software implementation of neural networks, the Keras library based on the Tensorflow

framework was used [11]. To minimize the objective function, we used the Adam algorithm with standard
parameters [12 — 13].

Each neural network was trained 5 times using different starting points and the result was taken the

variant that gave the maximum result on the test sample.

The comparison of recognition results for a test sample of neural network models was carried out ac-

cording to the following parameters:

o the volume of the training sample (14000, 28000, 42000 u 70000 symbols),
o selection of a method in a pooling layer (maximum or average),
¢ influence of feature extraction,

¢ influence of the number of feature maps in the "second" layer.

As a result, for comparative analysis, we will deal with 40 neural networks:
e AMFNN: {quantity of models}x{quantity of DB} = 4 x 4 = 16;
e CNN: {quantity of models}x{quantity of DB} x {quantity of pooling methods} =3 x 4 x 2 = 24.
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Results of numerical experiments. Below are the results of the experiments.

TABLE. 1. Recognition results for all neural networks

N Model Training data Number Recc_Jg_nition Recognition

of parameters on training data on test data
1 | LeNet5-filters-6-16 14000 63236 99,64 % 89,32 %
2 | LeNet5-filters-6-16 70000 63236 99,58 % 89,14 %
3 | LeNet5-filters-6-16 42000 63236 99,23 % 88,82 %
4 | LeNet5-filters-6-8 70000 38028 99,26 % 88,75 %
5 | LeNetb-filters-6-8 14000 38028 99,57 % 88,57 %
6 | LeNetb-filters-6-8 28000 38028 99,38 % 88,43 %
7 | PDC-256-50-28 14000 14278 99,50 % 88,21 %
8 | LeNet5-filters-6-4 70000 25424 99,02 % 88,18 %
9 | LeNet5-filters-6-16 28000 63236 99,49 % 88,18 %
10 | LeNet5-filters-6-4 28000 25424 99,21 % 88,07 %
11 | LeNet5-filters-6-4 42000 25424 99,22 % 87,96 %
12 | LeNet5-filters-6-8 42000 38028 99,53 % 87,96 %
13 | PDC-256-50-28 70000 14278 97,79 % 87,86 %
14 | PDC-256-50-50-28 42000 16828 98,58 % 87,54 %
27 | Pixels-400-50-28 14000 21478 99,94 % 82,04 %
28 | Pixels-400-50-28 28000 21478 99,49 % 81,46 %

* For a compact view of this table for convolutional networks, the results of models with different downsampling
methods are not shown, but the maximum values for each model are selected.

TABLE. 2. Recognition results for multilayer neural networks

V| e | e | e T emeion | i
1 | PDC-256-50-28 14000 14278 99,50 % 88,21 %
2 | PDC-256-50-28 70000 14278 97,79 % 87,86 %
3 | PDC-256-50-50-28 42000 16828 98,58 % 87,54 %
4 | PDC-256-50-50-28 70000 16828 97,97 % 87,50 %
5 | PDC-256-50-28 42000 14278 98,69 % 87,32 %
6 | PDC-256-50-50-28 14000 16828 99,60 % 87,32 %
7 | PDC-256-50-28 28000 14278 98,53 % 87,29 %
8 | PDC-256-50-50-28 28000 16828 98,74 % 87,29 %
9 | Pixels-400-50-50-28 70000 24028 98,30 % 84,04 %
10 | Pixels-400-50-28 70000 21478 98,76 % 83,96 %
11 | Pixels-400-50-50-28 42000 24028 98,91 % 83,36 %
12 | Pixels-400-50-50-28 14000 24028 99,98 % 83,25 %
13 | Pixels-400-50-28 42000 21478 99,20 % 83,04 %
14 | Pixels-400-50-50-28 28000 24028 99,27 % 82,43 %
15 | Pixels-400-50-28 14000 21478 99,94 % 82,04 %
16 | Pixels-400-50-28 28000 21478 99,49 % 81,46 %
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TABLE. 3. Comparative results according to subsampling methods for CNN

LeNet5-filters-6-4 LeNet5-filters-6-8 LeNet5-filters-6-16
14k 28k 42k 70k 14k 28k 42k 70k 14k 28k 42k 70k
50,0
89,5
89,0
88,5
88.0
87.5
£ 870
86,5
86,0
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Conclusion. As expected, the classical convolutional network with 6-16 feature maps showed better
results, but the multilayer network, which trained on the symbols images, had the worst performance.
Note that a multilayer network trained on the results of feature extraction showed rather high results,
comparable with convolutional networks. In general, convolutional networks performed better than
multilayer networks (Table. 1).

As expected, neural networks, which were trained on the results of feature extraction, showed higher
results than networks that were trained on the image itself (Table. 2).

As can be seen from Table. 3, there is no definite advantage in the choice of the method in the
subsampling layer. The choice of the subsampling method for a particular model can be selected
experimentally.

Increase the training database did not give a tangible improvement in recognition results for
convolutional networks and networks with preliminary feature extraction. However, for networks learning
without feature extraction, an increase in the size of the database led to a noticeable improvement in
performance.
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IMopiBHAILHUI aHAJI3 3aCTOCYBAHHS 0araTomIapPOBHUX i 3rOPTKOBUX HEHPOHHUX Mepex
JJIS PO3MI3HABAHHS PYKOJAPYKOBAHUX JIiTEP HA NPHUKJIAAL a3epO0aizKaHCbKOro ajadasiTy

Inemumym Cucmem Ynpaesninuss HAH Azepbatioscany, baky
* Jlucmyeanns: elshan.mustafayev@gmail.com

Beryn. BnpoBamkenHst iHQopMamiiHIX TEXHOJIOTIH y pi3HUX cepax CYCHUIBHOTO JKUTTS JUKTYE CTBO-
peHHs epeKTUBHUX 1 NPOIYKTUBHUX CUCTEM BBeACHH: iH(opMalii B KoMI'IoTepHi cucteMu. B Takux cucremax
Ba)XKJIMBE 3HAUCHHS Mae MoOymoBa e(pEeKTHBHOTO PO3IMi3HABATBHOTO MOAyJs. Ha naHuli MOMEHT HalOiNbII
MEPCTIEKTUBHUM ITiIX0/IOM JI0 BHPILIIEHHS bOTO 3aBJAHHS € BUKOPHCTAHHS MTYYHUX OaraToIapoBUX i 3ropT-
KOBUX HEHPOHHHUX MEpeK.

Merta po6oTn. IIpoBecTH HOPIBHAUIBHUI aHAI3 Pe3yNbTaTiB PO3Ii3HABAHHSA PYKOAPYKOBAHHMX CHMBOJIB
asepOaiipkaHCHKOTO a(apiTy 3a JIOTIOMOT0I0 0araTolIapoBUX i 3rOPTKOBUX HEHPOHHUX MEPEK.

Pe3yabTaT. IIpoBeneHO aHai3 3aJeXHOCTI Pe3y/lbTaTiB PO3Mi3HABaHHS BiJl HACTYIHUX IapaMeTpiB:
apxiTeKTypy HEHPOHHHX MEPEkK, PO3Mipy HaBYaJIbHOI 0a3u, BHOOPY alropUTMy CYOIMCKpETH3allil, BUKOPH-
CTaHHS aITOPUTMY BUJIEHHS O3HaK. [l 301bIIEeHHS HaBYaIbHOI BUOIpKU BUKOpPHCTaHA TEXHiKa ayrMeHTalii
300pakeHb. Ha ocHOBI peanbHoi 6a3u 3 14000 cumBoiB Oynu yrBopeni 6a3u mo 28000, 42000 i 72000 cumBo-
niB. HaBesieHO onuc aJlropuT™My BUAIIEHHS O3HAK.

BucHoBkH. AHami3 pe3ysbTaTiB po3Mi3HABaHHS HAa TECTOBIH BUOIPII MOKa3aB:

e SK i OUiKyBaJOCs, 3TOPTKOBI HEHPOHHI Mepexi MoKa3ay OUIBII BUCOKI pe3ylbTaTH, Hixk OaraTomaposi
HEHPOHHI Mepexi;

e KJacH4yHa 3ropTkoBa Mepexka LeNet-5 mokas3ana HaOiIbII BHCOKI pe3yibTaTd cepel BCIiX THUIIIB
HellpoHHUX Mepex. OqHak, Oararomaposa 3-X mapoBa Mepeka, Ha BXiJI SKOi MOAaBalli pe3yabTaTH BUIUICHHS
03HAaK, [I0Ka3aJla JOCUTh BUCOKI Pe3yJabTaTH, IKi MOXKHA MOPIBHATHU 31 3rOPTKOBUMH MEpEKaMuy,

e HEMae IEBHOI MepeBard y BUOOPI METoMy B CYOAMCKPETHOMY Iapi, BUOIp METOAy CyOAaMCKpeTh3allii
(max-pooling abo average-pooling) 1ist KOKHOT MOIeITi MOXKe OYTH MMiTIOpaHuil eKCIIEPUMEHTAIBHAM HIUISIXOM;

e 30iJBIICHHS HaBYAJILHOI 0a3W MaHWX JUIA JaHOI 3a7a4i He JaJi0 BiA4yTHOTO TMOJIMIICHHS pe3ysbTaTiB
pO3Mi3HaBaHHA AJISl 3TOPTKOBUX MEpEX 1 MEpex 3 MOMepeAHiM BHIUIEHHAM o3Hak. OIHaK Ui MEpex, ILIOo
HABYAIOThCS O€3 BUAUICHHS O3HAK, 30UbLIeHHS po3Mmipy BJ] mpu3BoaniIO 0 MOMITHOTO MOJIMIIEHHS MOKa3-
HUKIB.

KirouoBi cjioBa: HeiipoHHI MepeKi, BUIIICHHS O3HAK, PO3ITi3HABAHHS CHMBOJIIB.
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