OPTIMIZATION METHODS AND EXTREMAL PROBLEMS

CYBERNETICS
and COMPUTER
TECHNOLOGIES

The research concerns the solution of the travel-
ing salesman problem as a transport-type prob-
lem. The technology of the potentials method is
used for the first time. Such a natural approach,
due to the cyclicity and degeneracy of the solution
to the traveling salesman problem, requires sig-
nificant modification of the corresponding stages
of the transport problem. An efficient algorithm
for generating an initial cyclic solution has been
developed; a criterion for the optimality of a so-
lution is formulated; an algorithm for transition
from the initial cyclic solution to another cyclic
solution was constructed. To conduct mass com-
putational experiments, an algorithm for con-
structing traveling salesman problems with a pre-
viously known optimal solution was used.
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Introduction. One of the tasks of researching transport-
type operations is the traveling salesman problem [1-3]. It
is natural to use the method of potentials to solve it. Con-
sider the traveling salesman problem with cost matrix C of
order n in the following interpretation. There are n points
of departure for cargo G;, i =1,...,n and shipment volumes

for each point of consumption &, i =1,...,n. Known need
for cargo bj, j=1..,n for each of n destinations

Hj, J=1..,n. The shipping cost for each option is

Gj, i=1..,n, j=1..,n.
It is necessary to calculate a transportation plan with
minimal transportation costs under the condition that all &

and b; are equal to one unit cargo, and the set of pairs of

(i, j) of points of departure i and destinations j of cargo con-
stitute a cyclic permutation. One of the methods for solving
the transport problem is the method of potentials [4-6],
which includes the following steps: drawing up an initial
feasible solution; calculation of potentials; checking the
plan for optimality; search for the maximum value of the
evaluation matrix; drawing up a cycle of reallocation of re-
sources; determination of the minimum element in the re-
distribution contour and redistribution of resources along
the contour; obtaining a new feasible solution. These stages
are modified taking into account the restrictions of cyclicity
and degeneracy of an admissible solution to the traveling
salesman problem. The algorithm is carried out in several
iterations until the optimal solution is found.

1. Algorithmization of the solution of the traveling
salesman problem using the technology of the method
of potentials. When solving the traveling salesman prob-
lem by the method of potentials, it is necessary to take into
account the differences between the traveling salesman
problem and the usual transport problem at all stages of
the algorithm. At the first stage of drawing up the initial
plan, it is necessary to take into account that all volumes
of sending g =1 i=1...,n and cargo needs at destinations

b; =1 j=1..,n.All deliveries for each option, i.e. part of
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the Xij variables, i=1,...,n and j=1,...,n, that make up the feasible basic solution x of the traveling

salesman problem, as in the transport problem, must be positive values.

Next we will consider basic solutions consisting of 2n-1 variables.

One part of the decision variables x is equal to one, we will say that this is a set of ones. These variables
make up the traveling salesman route. The set of ones is given by the cyclic substitution

X1 Xo ... X

(x,y>:[“ J (1)
Y1Y2---Yn

If r=x,s= Vi then x. =1. The number of such variables, based on the specifics of the problem, is n.

The other part of the variables of the feasible solution x, in the amount of n-1, are equal to zero, and
these zeros are not ordinary, but fictitious, in order to prevent the degeneracy of the solution. Let's call this

X€1XEp...XEq_1 ]
Ye1yep.-Yen g
If r=xe,s = yej, then X, =€, where ¢ is a sufficiently small positive number.

set the set of fictitious zeros and denote it by (xe, yg) :L

A cyclic permutation of j; J Js... Ji Jks1--Jn COrresponds to a traveling salesman route, i.e. a sequence

of detour points, which corresponds to a type substitution
[ b bp Jo-- B B J_nj | )
2J3 I Jka--In 1

The substitution structure (2) shows one of the ways to generate n units of the initial cyclic feasible
solution to the traveling salesman problem: generating a random permutation j; j, J... jx Jxiq-+Jn » 1-€. TOW
numbers x, and the formation of a permutation of j, js... Jy Jiiq---Jn J1 » representing the numbers of the y
columns, as in (1). So, we determine the location of the units (x, y). The following algorithm 1 is used to
generate a set of fictitious zeros (xe, ye) that provide the determination of all 2n potentials.

1.1. Algorithm 1

1. We determine the matrix x, in which the numbers M are located diagonally — sufficiently large posi-
tive numbers, and in the positions determined by the set (X, y), there are units; further, we supplement the
matrix x to the matrix of an admissible solution;

2. Determine the first potential u; =0 and the second potential v; =c;;, where j is the number of the

column in which there is one in the first row of the matrix x, x;; =1;
3. Further in the cycle for k, k = 1,2,...,n—-1, each time, we determine two potentials Ui, and Vi, We

also enter one fictitious zero in the row with a random number i, from the row numbers that do not yet
contain a fictitious zero, and in the column j, 4 :

Ui =Cijey Vi
Xijs =8 ©)

Vi =C( u

I I Jk 'S

Remark 1. The indices of the last and first potentials determine the position of the additional n-th ficti-
tious zero, which can be used as previously defined fictitious zeros.

Remark 2. Algorithm 1, as a rule, generates a cyclic substitution from positions of n fictitious zeros. If
the first attempt does not result in a cyclic substitution, you can make the next attempt until one is obtained.
Another variant of Algorithm 1 for obtaining a cyclic substitution is to enumerate possible options for cal-
culating some 2-3 last potentials.
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The generation of fictitious zeros essentially determines the quality of the initial solution, i.e. remote-
ness of the initial solution from the optimal one.

Theorem 1. Let (xn, yn) be any initial cyclic route of the traveling salesman, and (xo, yo) be the optimal
cyclic route. There is a set (Xe, ye) of n—1 fictitious zeros such that, given an admissible solution x, consist-
ing of n elements (xn, yn) and n-1 fictitious zeros (xe, ye) , it is possible to construct a transition cycle from
the initial (xn, yn) to the optimal route (xo, yo).

Proof. Suppose we have generated an initial cyclic route

(xnyn) = ( XNy XNy, XN, j | @
ynyn,...yn,
and the optimal route has the form
X0;X0,...X0,,
(x0, yo) =£ ] : ®)
Y0, Y0;...YO,

in which possibly s positions of units (4) coincide with s positions of units of the optimal route (5).

. . (X X0; | . . . .
Since the sequence of writing pairs Eyn'J and (yoJJ in (4) and (5), respectively, is not significant, we
i j
X XN,...XN X0;X0,...X0
1 XNy sJ and [ 0;X0;...X0g
ymyn...yng Y0,Y0,...y0q
being, we exclude these s units from consideration, and for the remaining

(xnsﬂxnm...xnn J and (xosﬂxoS+2 ... X0, ]
YNs1YNg 2. YNy ¥0s,1Y0s.2---YOn

Let's make a chain from the first unit of the initial route to the unit along the line of the optimal route,
and then along the column from the unit of the optimal route to the unit of the initial route.

Having made such a transition n—s times from the unit of the initial route to the unit of the optimal route,

we close the loop. Again, referring to the arbitrariness of the sequence of writing the positions of units in
(4) and (5), we can write the resulting cycle as follows:

(anﬂj(xosﬂJ(an+2j(xos+2J [Xnn](xonj (6)
yns+1 yos+1 yns+2 yos+2 ynn yon

X0
Now we will single out one of the even positions, for example, { !

can assume, for s not equal to zero, that the sets ( j match. For the time

j
remaining even positions (they are in the amount of n—s—1) from (6) we will put fictitious zeros in the matrix
X. At the end, we introduce s more fictitious zeros, arbitrarily chosen, but complementing all even positions
(6) to acyclic set (xe, ye) . At the end, we introduce s fictitious zeros, arbitrarily chosen, but complementing
all even positions (6) to the cyclic set (xe, ye) .

The admissible solution of the transport problem constructed in this way, starting from the free variable

J, as a free variable, and in the

X0
( OJJ and going through the cycle (6), transforms the initial route into the optimal route, consisting of s
i

units in coinciding positions and n—s units in even positions (6).
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Let us demonstrate Theorem 1 by an example. Assume that the initial route, i.e. set of units (sequence
83675124 63785124
36751248 37851246

mon positions of the routes are (1,2), (2,4) and (5,1), s = 3.
For the remaining positions of units in both routes, we build a cycle. Let's start, for example, from
position (3,6) and further along the row, and then along the column, etc., we get a cycle

(3,6), (3,7), (6,7), (6,3), (8,3), (8,5), (7,5), (7,8), (4,8), (4,6).

Let us replace the transition (3,6) with (3,7), (6,7) with (6,3), (8,3) with (8,5), (7,5) with (7,8) and (4,8)
to (4,6). As a result of such replacements, taking into account the coinciding s positions, we get the transition
from the cyclic route (xn, yn) to the optimal cyclic route (xo, yo).

Theorem 1 shows the possibility of solving the traveling salesman problem, as a transport type problem,
method of potentials. To further explain the corresponding Algorithm 2, we will continue to follow the steps
of solving the usual transportation problem in relation to solving the traveling salesman problem.

At the second stage, according to the admissible solution x of the traveling salesman problem as a
transport problem, i.e. for x, compiled by Algorithm 1 from a cyclic route (xn, yn) and a set of fictitious
zeros (xe, ye) , allowing you to calculate all 2n potentials u; and v, the matrix of estimates is determined

mz{mij}, (7)

j and the second optimal route (xo, yo) = ( J . The com-

of bypass points) (xn, yn) = (

where M =U; +Vj —Cjj , i j =1,_n.

The so-defined evaluation matrix m, we will say that corresponds to the route (xn, yn) and set of ficti-
tious zeros (xe, ye) .

At the stage of estimating the optimality of the solution to the traveling salesman problem, the following
theorem is used.

Theorem 2. Let (xn, yn) be a cyclic route and (xe, ye) be the set of fictitious zeros used to calculate
the evaluation matrix m. In order for (xn, yn) to be an optimal solution to the traveling salesman problem, it
iS necessary that the sum S of estimates on this route be nonpositive, i.e.

n

S=> Myyn <0. (8)

i=
Proof. Let us assume that (xn, yn) is the optimal solution and at the same time S > 0.

Let us calculate the difference between the value of the objective function on the route (xn, yn) and the
sum of the estimates on this route,

n n n n
lecxniyni -S= 1uxni "'Z:E\/yni _Zl:mxniyni =

i
n

n n n n n
Zzuxni +Zvy”i - (Zuxni +Zvyni _Zcxniyni)z ZCXniyni )
i=1 i-1 i-1 i-1 i1

=1
We have obtained a contradiction, which means that the sum of estimates S must not be positive.
Theorem 3. Condition (8) is sufficient for the optimality of (xn, yn) provided that (xe, yg) is any set
of fictitious zeros.
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Proof. According to the admissible solution x, formed from two sets (xn, yn) and (X, ye), for the
corresponding transport problem, we calculate the matrix of estimates m. Assume that the optimal route is
not (xn, yn), but some other route (xd, yd) with S <0 with the same set of fictitious zeros (xe, yg).

Then the following equalities hold

n n n n n n n
Zcxniyni -3 :Zuxni +Zvyni _(Zuxdi +Zvydi _Zcxdiydij: Zcxdiydi :
i=1 i=1 i=1 i=1 i=1 i=1

-

Hence from the optimality of (xd, yd) and from the fact that S <0, follows the optimality of the route
(xn, yn).

Thus, the stage of searching for the maximum value of the assessment matrix when solving the transport
problem is replaced by searching for the maximum value of the sum of the assessment matrix on a given
cyclic route (xn, yn) when solving the traveling salesman problem.

Other stages of solving the transport problem by the method of potentials, namely, drawing up a cycle
of resource redistribution, determining the minimum element in the redistribution contour and redistributing
resources along the contour, obtaining a new feasible solution, are replaced, when solving the traveling
salesman problem, with the route search stage (xn, yn) with the maximum value of the sum of estimates on
it. If, as a result of the analysis of the estimates of the matrix m, there is an (xd, yd) route with a total
estimate S > 0, then such a route is better than the initial one.

As for solving any transport type problem, it is necessary to use some way to generate an initial solution.
Considering the specifics of the traveling salesman problem, the following efficient algorithm 2 is proposed.

1.2. Algorithm 2
1. Ordering the matrix with in ascending order. We get data set D in the form

Cijig I +lsy 77, r,s:l,_n.
2. Construction of a cyclic permutation of (i, i,,...,i,) for each element of the ¢, fromD.
The first transition (iy,i,) is determined from the equality ¢i, =¢ii, whence it follows i =i, and
iy =Ig.
3. If the first t-1 pairs of (i,iy),....(i,_s.i; ) are defined, then the next pair of (i,i.;) is determined
from the condition: the Ciiy element is the first element (in the original ordered set D) for which the i,

is not equal to any of the i,i,,...,i; numbers.

4. From all n(n-1) cyclic permutations constructed in steps 2 and 3, a permutation with a minimum
value of the objective function is selected, which is taken as the initial solution.
Based on the foregoing, Algorithm 3 is constructed to find a solution to the traveling salesman problem.

1.3. Algorithm 3
1. Input of initial data: cost matrices ¢ and its dimension n.
2. Generation of the initial route in the form of a cyclic substitution (xn, yn), for example, using algo-

rithm 2. Simultaneously, we form a matrix x of size n with elements equal to zero, except for x(xn;, yn;) =1,

i=1n.
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3. We determine f, the cost of the route, i.e. the value of the objective function on the substitution
n
(xn, yn), f =ZcXniyni and remember the values of f and (xn, yn), fop=f, xop=xn, yop=yn.
i=1
4. We perform a predetermined number of iterations of finding a better route than (xop. yop).
4.1. Given (xn, yn) and c, we generate a set of fictitious zeros (Xe, ye) so that by the matrix x, comple-

mented by the values x(Xg;, yg;) =¢,i =1,n it was possible to calculate all 2n potentials u,vj,i,j=1n, ¢

is a fictitious zero, a sufficiently small positive number.
4.2. For the values of n, c, u, v now determined, we calculate the matrix of estimates

mz{mij}, iLj=Ln,

U +Vj —Cj, 1#]
m; = S
-M, i=]
where M is a sufficiently large positive number.
In the evaluation matrix m, all m(xn;, yn;), i=14n and m(xaj , ysj), j=1n-1 elements are equal to

zero.

The remaining elements are positive or negative numbers. If there are no positive elements, then the
route (xn, yn) is optimal, and the calculations end. In the presence of both positive and negative elements,
as in solving the transport problem, a search is made for the best route.

4.3. Search for a route with a positive sum of ratings.

4.3.1. After sorting all the values of the assessment matrix m, except for the diagonal ones, in descend-
ing order, we get the following data:

Yir Y J¥k o k=1, 2, ...,n(n-1), 9)
where 'y, =m(iy(k), jy(k)) . Let's put k=0.
4.3.2. For the k+1 iteration, a cyclic substitution
(xn. yn) = (i_li_z...i_s__li San (10)
Inlg..dgig .y
is constructed, where the first (i;,i,) pair coincides with the (iy,, jy,) pair from (9).
Let's assume that the first s-1 pairs (i, i,), (ip,i3),..., (is_,15) in (10) are defined. Next couple (i, is,4),
at www, coincides with the pair (iy,, jy,) from (9) under the conditions that
a) Iy, does not match any of i, i,,...,Is_5;
b) jy, does not match any of iy,i,,..., ;.
For s=n pair (ig,is4) coincides with pair (i,,i;) with i, and i, already defined.

4.3.3. For the constructed route (xn, yn), the score S is calculated as the sum of the elements of the
evaluation matrix m,

n
S=> m(xn;, yn;) .
i=1
If S>0, then go to item 3, otherwise go to item 4.3.2.

5. If at step 4.3.2 it was not possible to find the best route, with an estimate of S > 0, then go to step 2,
to perform the next iteration.

48 ISSN 2707-4501. Kibepuemurxa ma komn'tomepui mexrnonozii. 2023, Ne 4



A NATURAL APPROACH TO SOLVING THE TRAVELING SALESMAN PROBLEM

6. Upon completion of the specified number of iterations, at the output we get the route with the mini-
mum cost, obtained as a result of selection from the routes generated by the algorithm.

At the stages of constructing the initial cyclic solution and moving from the initial to the new cyclic
solution, the following algorithm is applied, along with Algorithm 3, in relation to the original matrix ¢ and
the evaluation matrix m.

Algorithm 4. Let a cyclic permutation | =(i1,i2,i3,. . in) be given. Let's form pairs

(i,i2), (10403 ), (i3,14 ), (ig i), s (i 140 ) (insinss)s inag =1p, (11)
which make up the route, and take from them any three pairs

(i, ) (i, s, ) (i s, ) (12)

Let's replace pairs (12) with pairs

(ikl,isz),(ikz,isg),(ikB,isl) (13)

substitute them into (11) and get a new route
(jl’ jz)a(j21 j3);(j3; j4)1(j41 j5)’--- ’(jn—l! jn)!(jn’ jn+1)’ jn+1 = jl’ (14)
that corresponds to a cyclic permutation corresponds to a cyclic permutation J = ( s o0 Jgee e jn) .

n n
Comparing values f; = Zc(ik,ik+1) and f, = ZC(jk, Jks1) and choose the best of solutions I and J,
k=1 k=1

minimum for matrix c. In the case of applying algorithm to matrix m, we select the maximum value.

Calculations according to Algorithm 3 were performed with traveling salesman problems, which were
generated with a pre-selected optimal solution. The following question was considered. Assume that for the
traveling salesman problem A with cost matrix c, the optimal solution is (xa, ya). What needs to be changed
in matrix c to get the traveling salesman problem B with cost matrix d and optimal solution (xb, yb)? We
formulate the answer in the form of Theorem 4 and give its constructive proof.

Theorem 4. Let the ¢ matrix of dimension n consist of non-negative integers. On the basis of matrix c,
one can construct a traveling salesman problem with matrix d with a pre-selected optimal solution (xb, yb).

Proof. Given the matrix ¢ and the solution (xb, yb), we determine (for example, by algorithm 1) a set of
n—1 fictitious zeros. Let us compose a matrix x, in which some of the elements are equal to one, x(xb, yb) =1,

i =1,_n, another part of the elements from fictitious zeros, another part of the elements from fictitious zeros,
X(xej,yej)=¢,j=1n-1, ¢ —asmall enough positive number. We set the diagonal elements of the matrix

x to be equal to the M — a large enough positive number x(i,i) =M ,i=1n. The remaining elements of the
matrix x are equal to zero. From the matrix ¢ and x, we calculate the potentials u;,i =1,n, and Vi, ] =1n,
and the corresponding evaluation matrix m,

Up+Vvi—Cii=j, .. —
m=m(i,j):{ ! —I\J/I iU—j : i j=1n.

The matrix d of the traveling salesman problem with the optimal solution to (xb, yb) is determined by
the formula

d=d(,j)=

C:;, otherwise

{ui +Vj +ay, ati= j,x(i, j)=0,m(, j) >0
ij 1
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where a; are non-negative integer random numbers.

The optimality of the (xb, yb) solution follows from the fact that, according to the optimality criterion

of Theorem 2, it is impossible to obtain a positive total estimate for any cyclic solution.
Let us give one example and the results of some experiments with Algorithm 3.

2. Computational experiments
Example. Let the cost matrix, dimension n=8, for the traveling salesman problem be

c=[M76433851421980; 42 M 492678 52 39 87, 48 28 M 36 53 44 68 61;
723129 M 424950 38; 30523847 M 64 7582; 6651835122M 3771,
77 62 93 54 69 38 M 26; 4258 66 76 41 52 83 M],

65174832 L
] has a value of f = Zc(xni ,yn;) =309. We generate n-1 ficti-

i=1
2345678
3158467

Starting route (xn, yn) =
g route (xn, yn) (51748326

tious zeros, for example, by algorithm 1. (xg, yg) = ( j then we calculate the potentials and the

evaluation matrix m,
m=[-M -160 -41 -17 -59 -37 0 -92; -59 -M 0 42 -39 0 27 -52; 00-M 97 51 73 63 39;

-86-6523-M 0 6 19 0; 0 -42 58 68 -M 35 38 0; -100 -105 -51 0 0 -M 12 -53; -108 -113 -58
0-440-M -5; -42-78091517 0 -M];

At the first iteration, from the analysis of the matrix m, we obtain a positive sum of estimates

n 17653248
S=>» m(xn,yn:)=2 on the (xo,yo)=

é (xny, yny) (x0, yo) (76532481
function is equal to the difference between the previous value of f and the sum of the estimates S,
f —S=307. A new iteration is carried out with the best solution. If S <= 0, then we start a new iteration

with the previous solution. So, after the 13th iteration, we arrive at the optimal solution of the traveling
salesman problem (xo, yo) with aaa value f=251. This means that by calculating the evaluation matrix m

for the optimal solution (xo, yo) and any set of fictitious zeros , we will not get any solution of the traveling

J route. In this case, the new value of the objective

n
salesman problem (xn, yn) with a positive total estimate S = Zm(xni ,yn;), despite the presence of positive
i=1
elements in the assessment matrix m, as in solving the transport problem.
In the experiments, the numbers of o;; were taken from the range from zero to 50. For the optimal

solutions obtained for problems with n <16 in no more than 100 iterations, the Af =(f - fopt)/ fopt score

did not exceed fifty percent. With an increase in the number of iterations, the number of solved problems
for which Af =0 increases.

Conclusions.

The results of computational experiments show that the use of potential method technology to solve the
traveling salesman problem, as a special transport problem, is a new promising direction for searching for a
high-quality solution. Since the traveling salesman problem belongs to the class of NP difficult-to-solve
problems and it is not yet known whether the equality P=NP holds, then all algorithms for solving it, in
general, should be considered approximate, heuristic.
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Introduction. The traveling salesman problem is a transport-type problem. It is natural to use a method
based on the technology for solving transport problems to solve it. The cyclicity and degeneracy of the solution
to the traveling salesman problem requires significant modification of the corresponding stages of solving the
transport problem (drawing up an initial feasible solution; checking the plan for optimality; obtaining a new
feasible solution).

Purpose. Development of a natural approach to solving the traveling salesman problem. Description of the
structure of a set of traveling salesman problems that have a predetermined optimal solution. Algorithmic for-
mation of such problems for the purpose of conducting mass computing experiments.

Results. The paper presents new results and computational experiments with a developed natural algorithm
for solving the traveling salesman problem, based on the technology for solving transport problems, including a
new effective method for generating an initial cyclic solution, an algorithm for transitioning from the initial cyclic
to another, also cyclic, solution. An algorithm has been developed for constructing the traveling salesman prob-
lem with an optimal solution given in advance, which allows for a better understanding of the structure of trav-
eling salesman problems.

Conclusions. The results of computational experiments show that the use of potentials method technology
for solving the traveling salesman problem, as a special transport problem, is a promising direction for searching
for a high-quality solution. The developed algorithms and programs expand the possibilities of solving the trav-
eling salesman problem. The time it takes to solve a problem depends significantly on the size of the problem. In
this regard, it is essential to automatically generate the traveling salesman problem with a given optimal solution,
which allows you to conduct mass experiments and draw conclusions.

Keywords: travelling salesman problem, method of potentials, optimality criterion, cyclic substitution,
route, algorithm.
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D. TERZI

YK 519.1
JA.I'. Tepsi
IIpupoanuii mixxia 10 po3B'si3aHHs 3a1a4i KOMiBOsIKepa

Heporcasnuii ynieepcumem Monoosu, Kuwunie
Jlucmysanns: terzidg@gmail.com

BeTyn. 3asada KOMiBOsDKepa BITHOCHTHCS JI0 3a[a4 TPAHCIOPTHOTO TUIy. [IpupoaHo 10 i po3B's3aHHs
3aCTOCYBAaTH METOJ, 3aCHOBAHHI HA TEXHOJIOTIi PO3B'I3yBaHHs TPAHCIOPTHHX 3a/1a4. [[MKIIYHICTh 1 BUPOIKE-
HICTb PO3B'I3KY 3a/1a4i KOMiBOsDKEpa BUMarae cyTrTeBoi Moau¢ikalii BiANOBIIHUX €TaliB PO3B'sI3yBaHHS TPaHC-
MOPTHOI 3a/1a4i (CKJIaJaHHsI MOYaTKOBOTO MOMYCTUMOrO PO3B'SA3KY; MEepeBipKa MUIaHy Ha ONTHMAIbHICTD; OTPH-
MaHHsI HOBOTO JIOMYCTHMOTO PO3B'S3KY).

Meta po6otn. Po3poOka npupogHOTro miaxoay A0 po3B'si3aHHS 3a1adi KoMiBospkepa. OmHC CTPYKTYypU
MHOXKHHH 3371a4 KOMIBOSDKEpa, 10 MAIOTh 3aJaHUil Hamepe, ONTHUMAIbHUI PO3B'SI30K. AropuTMivHEe GopMy-
BaHHS TAaKUX 33]1a4 i3 MPOBEACHHIM MaCOBHX OOYHCITIOBAIBHUAX SKCIICPHMEHTIB.

PesyabTaTn. Y poOOTi NipecTaBiieHi HOBI pe3yIbTaTH Ta 00UMCIIIOBAIbHI EKCIIEPUMEHTH 3 pO3pO0IeHUM
MPUPOTHAM aJITOPUTMOM PO3B'SI3aHHS 3a/1a4i KOMiBOSDKEpa, 3aCHOBaHHM Ha TEXHOJIOTIi PO3B'A3yBaHHS TPAHCIIO-
PTHHX 3a/1a4, 1110 BKJIFOUAE HOBUH e()eKTHBHUH CIIOCIO TeHepallil MoYyaTKOBOTO IUKIIYHOTO PO3B'S3KY, aITOPUTM
Mepexo 1y Bijl MOYATKOBOTO IMKIIYHOTO JI0 iHIIOTO. PO3po0IieHo anropuT™ NOOYAOBH 3a1adui KOMIBOsDKepa i3
3alaHUM Harepe ONTHMAIBLHAM PO3B'SI3KOM, IO CHPHSIE KPAIOMY PO3YMIHHIO CTPYKTYPH 33/1a4 KOMiBOSDKEpa.

BucHoBkH. Pe3ynpTaTi 009nCITIIOBATIBHUX €KCIIEPUMEHTIB MOKa3yIOTh, 10 BUKOPUCTAHHS TEXHOJIOTII Me-
TOJly TIOTEHIIIaNIB I PO3B'sI3aHHS 3a/1a4i KOMIBOsSDKEpa, K CIEI[ialbHOT TPaHCIIOPTHOI 3a/1adi, € MepCHeKTHB-
HUM HAIPSIMOM TIOIIYKY SIKICHOTO PO3B's3Ky. Po3po0iieHi alnropuTMu Ta mporpamMu po3HIMPIOIOTh MOKIHBOCTI
PO3B'sI3aHHS 3a/1a4i KoMiBoshKepa. Yac po3B'si3aHHS 3a/1a4i CYTTEBO 3aJICKUTh BiJl pO3MIpHOCTI 3a1a4i. Y 1[bOMY
IUIaHI ICTOTHUM € aBTOMaTHuYHe (JOpPMYBaHHS 3aj[aui KOMIBOsDKEpa i3 3alaHMM ONTHMAIBHUM PO3B'SI3KOM, IO
JI03BOJISIE TIPOBOANTH MacoOBi eKCIIEPUMEHTH Ta 3pOOHTH BUCHOBKH.

Kawuogi cioBa: 3aaua KoMiBOsDKepa, METO/] IOTEHIIIAIB, KPUTEPiH ONTHUMAIBHOCTI, [UKIIIYHA MTijcTa-
HOBKA, MapIipyT, aJITOPUTM.
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