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This paper presents a new method to solve a challenging problem and a topic of current
research namely the selection of optimal shape parameters for the Radial Basis Function
(RBF) collocation methods in both interpolation and nonlinear Partial Differential Equa-
tions (PDEs) problems. To this intent, a compromise must be made to achieve the conflict
between accuracy and stability referred to as the trade-off or uncertainty principle. The
use of genetic algorithm and path-following continuation allows us on the one hand to avoid
the local optimum issue associated with RBF interpolation matrices, which are inherently
ill-conditioned and on the other side, to map the original optimization problem of defining
a shape parameter into a root-finding problem. Our computational experiments applied
on nonlinear problems in structural calculations using our proposed adaptive algorithm
based on genetic optimization with automatic selection of the shape parameter can yield
more accuracy and a good precision compared to the same state of the art algorithm from
literature with a fixed and given shape parameter and Finite Element Method (FEM).

Keywords: large deformations, strong form, RBF collocation method, genetic algorithm,
automatic choice of shape parameter.
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1. Introduction

In recent years, the use of meshless methods has become important in many fields of engineering due to
their simplicity in multivariate scattered data approximation [1] and their usefulness in solving many
real-world engineering problems, the meshless methods are precisely discovered to attempt avoiding
the lack of accuracy coming from the distortion of mesh as in FEM, where this distortion leads to
the important lack of accuracy in the simulations, and also it attempt for minimizing the difficult
step which is the mesh construction. These methods are a numerical method that require no mesh
connections within the computational domain, they constitute a real revolution since the publication of
Smooth Particle Hydrodynamics (SPH) method by the Astrophysicist Lucie [2] and the mathematicians
Gingold and Monaghan [3|. The many interesting advantages of these methods are the absence of nodal
connectivity, the mathematical simplicity and ease of implementation. So there is no need for numerical
integrations, which reduces the computational cost compared to FEM. The meshless methods can be
classified in two classes: (i) the meshless methods of Galerkin type [4,5] and of collocation type [6-8].
The first class combines the meshless methods with the weak formulation of PDEs and often these
methods require a domain partition. The Diffuse Element Method (DEM) introduced by Nayroles et
al. in 1992 [9] is the first meshless method using the formulation of Galerkin type, in 1994 Belyrsho et
al. [5] proposed the Element Free Galerkin Method using the Moving Least Squares method (MLS).
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The collocation type methods, unlike the Galerkin type methods, use the strong form of PDEs. In
1990 a robust method has been proposed by Kansa [6,10] which developed the Radial Basis Function
(RBF) method for solving PDE of elliptic, parabolic, and hyperbolic types.

The history of RBFs goes back to 1971, where Hardy [11]| innovated probably the most famous
RBF, Multi-Quadratics (MQ) function, to deal with surface fitting on topography and irregular sur-
faces, Yoon [12] showed that the M(Q RBF can also converges exponentially in a Sobolev space for
PDEs and Madych [13] showed that the rate of kernels MQ, Inverse Multiquadric (IMQ), and Gaus-
sian (GA) are exponential converge on reproducing kernel Hilbert space. Moreover, depending on how
the RBFs are chosen, high-order or spectral convergence can be achieved [14,15]. This method based
on the interpolation theory using RBFs has been used successfully in the following works [16,17], and
it is becoming a best choice as a method for the numerical solution of PDEs [18,19]. The MQ RBF was
extended by Ferreira et al. [20,21] for the analysis of composite beams, plates and shells. Chen and
his coworkers [22,23] developed a new meshless method called the Method of Approximate Particular
Solution (MAPS) which utilized RBF integrations to approximate the particular solution for PDEs
while simultaneously satisfying the boundary conditions. More recent research conducted mostly by
Fornberg and his coworkers [24-26], they showed that one may be able to overcome the condition-
ing problems of the traditional RBF approach by using other techniques such as the Contour—Pade
algorithm. A review of the theory of RBF approximation is given by Powell [16].

RBF method is based on a shape parameter, the choice of this one has a significant impact on
the accuracy of the RBF method, Carlson and Foley [27] showed that the influence of location of
collocation data points is less than shape parameter on the accuracy of the optimal solution, the
infinitely smooth RBFs typically leads to exponential convergence when the node density increases
and the shape parameter decreases. These results have been observed numerically for the commonly
used RBFs and proved theoretically for MQ and IMQ RBFs [28-31]|. Kansa and Carlson [32] showed
that variable shape parameters are also useful, they distribute some values in an interval to use them
in variable shape parameter. Several strategies have been proposed for selecting the shape parameter.
Hardy [11] demonstrated that an optimal shape parameter could be selected in R2 using ¢ = 0.815 x d,
where d = (1/N) ) dj, and d; is the distance from a given data point z(j) and its neighbor close.Later,
Franke [33] compared about 30 interpolation schemes in two dimensions, he found that two of the most
accurate schemes were methods based on RBF interpolation so he proposed another form using ¢ =
D/(0.8v/N), where D is the diameter of the smallest circle that includes all of the interpolation points.
Both of these provided relatively good shape parameters, especially when the calculations are performed
on single precision arithmetic. Fasshauer and McCourt [34] also proposed a new approach which can
stably evaluate the RBF interpolants. Foley [35] proposed another scheme for the computation of a
better value for the shape parameter ¢ using another observation from [27], he showed that the optimal
value for ¢ is about the same for the MQ and the inverse MQ interpolants, and he proposed computing
the RBF shape parameters by minimizing the Root—-Mean—-Square Error (RMSE) evaluated at a set of
test points [35]. For different values of the shape parameters using a common set of training points,
the shape parameter corresponding to the minimum RMSE were selected. Other methods, which tend
to utilize a trail-and-error approach, yield results which are not optimally accurate or which ignore the
effect of the precision of the solver.

In 1999 Rippa [36] presented an algorithm for selecting a good value for ¢ by minimizing a cost
function from which the data vector was sampled. This procedure is more advantageous than the
procedure of Foley, as it does not require a set of test points. Recently in 2018 Chen et al. [37] present
a novel sample solution approach for achieving a reasonably good shape parameter of the MQ-RBF
in the Kansa method to resolve of problems with unknown analytical solution, the optimal shape
parameter of the considered problem is chosen by considering the same problems using a guessing
analytical solution. The obtained optimal shape parameter for the considered problem with sample
solution is obtained numerically and is considered as an alternative optimal shape parameter for the
original problem. At the level of the Moving Least Square Method (MLS), research on the optimal
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shape parameter of RBF is rare. Zheng et al. [38] presented an idea for measurement of the optimal
shape parameter of Moving Least Squares approximation based on RBF, Hence the results obtained
show that MLS using RBF with the optimal shape parameter are much better than the polynomial
Least Squares.

Further efforts have utilized global optimization methods such as Genetic Algorithms (GAs) [39,40].
This latter is a search algorithm suitable for optimization problems due to its processing approach,
its structure, and it is able to return a set of optimal solutions because of their simplicity and easy
operations with minimum requirements. GAs have been used successfully in a wide variety of problems.
Recently in 2016 Biazar and Hosami [41] present an algorithm that suggested to determine a valid
interval in variable shape parameter. Esmaeilbeigi and Hosseini [40] presented a new approach based
on the GA to find a good shape parameter in the resolution of partial differential equations by the
Kansa method from where the results obtained show that the proposed algorithm based on the Genetic
optimization is efficient and provides a reasonable shape parameter with acceptable solution precision.
Afiatdoust and Esmaeilbeigi [39] propose to apply the genetic algorithm to determine good shape
parameters of RBF for solving ordinary differential equations from where the results show that the
algorithm provides reasonable shape parameters as well as precision acceptable in linear and nonlinear
cases compared to other methods. Weikuan et al. [42] suggested a new RBF neural network method
based on the Genetic Algorithms for weight optimization and the number of hidden neurons, then
connected concurrently the weight using the least mean square method, the results showed that the
GA is reliable for changing the neural network structure.

In our previous work [43], we developed a novel approach based on the RBF collocation method
and a shape parameter search algorithm that determines the optimal shape parameter with a good
precision of the results whatever the points distribution, in this work an optimization algorithm [44,45]
is used to search the shape parameter and coupled with a high order algorithm to solve equilibrium
equations in large deformations for a nonlinear elastic structure (geometrical nonlinearity). In this
paper we propose a new method based on genetic algorithm, to find good variable shape parameters
of kernel methods based on RBF, for the resolution of nonlinear problems. For the numerical analysis,
we are interested by nonlinear problems in the structural calculation. In this context, we consider two
bi-dimensional examples, one on a structure in tension (see section 6.1) and the other in bending (see
section 6.2).

2. RBF collocation approximation

Consider the Euclidean norm || - [|2 on R? and a vector x in R, the RBF have the form ¢(||z — x;]|2)
which is defined strictly positive. The RBF collocation approximation can be written as:

N
s(@) =Y a; o([le — z]l2). (1)
j=1

The nearest neighbors points x; is a set of points to the point z, which are included in a local support
domain  C RY. The functions ¢(||x —z;||2) contain the shape parameters ¢; such as the multi-quadrics
functions:
di(llz —zjll2) = (¢ + o — ;3)" (2)
and the exponential functions:
Ol = ;) = e NI, (3)
By enforcing the interpolation constraints as follows:
s(zi) = f(xi), (4)
which leads to determine the unknowns coefficients a = [a, ..., « N]T using the interpolation matrix
Rij = ¢(||xi — z4l|), 4,5 =1,..., N as follows:
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a=R'f, ()
where f = [f(x1),..., f(zn)]T.

The approximation of the function s(z) is given:

s(x) = (¢p(x))R™ 1. (6)
The choice of a good shape parameter ¢ makes it possible to ensure the existence of R~! and a well-
conditioned R. As shown in the section 1, there are several research works which are interested in
finding the best optimal value of ¢. Note that we cannot determine the theoretical value of ¢. Our
contribution to this work is to develop a novel approach based on GA that determines the optimal
parameter ¢ with a good precision for nonlinear elastic problem.

3. Nonlinear elastic problem statement in strong form
The equations of equilibrium in strong formulation for a nonlinear elastic structure in large defor-

mations [8,43] assume that the displacements and forces imposed are proportional to a single scalar
parameter A called the load parameter as follows:

(divT); = 0;T;; =0 Ve
Sij = Dijrt @ v (U) Vzeq,
1 1
’Y(U)ij = B (8]'Ui + ain) + 58¢UkajUk Ve, (7)
Ui = AUZ(z) Ve el =00p,
Tij‘Nj:AFi VIEGFQ:aQF,

where T" and S represent the first and second tensor of Piola—Kirchhoff respectively, D is the elastic
behavior tensor, 2 is the domain occupied by the structure, 0Qy and IQp are the boundary of an
imposed displacement U? and applied loading F respectively. N is the normal applied towards the
outside of the boundary 9Qp.

We can rewrite the problem (7) in matrix form:

[L]{T} = {0} in €,
{T} = 1]+ [B(g(U)]{S},
{5} = [DI{"},

01 = (114 3 AO]) (o0},

| [N {T} = MF) on 9,
where
, , 100 Upwe 0 Upy
= 0 £ 0 010 0 U, U
[Ll=| 2 5 % 5 | U= ; [B(g(U)] = S
0 6_y 0 % 0 0 1 O Ux7y U:L‘,:L‘
0 0 1 Uye O Uyy
1000 Upe 0 Uy 0
=10 0 1 1 |; [A(g(U)]=]0 zy 0 Upy |
01 0O vy Usp Uyy Uya
U:c,:c
| N O Ny, 0 ] _ Uz,y
UZMJ

Mathematical Modeling and Computing, Vol. 8, No. 4, pp. 770-782 (2021)



774 Saffah Z., Hassouna S., Timesli A., Azouani A., Lahmam H.

4. Numerical Path-following continuation and the local RBF approximation
Taylor series development is used to search the unknowns variables of problem (8):
No
(T(@) = {1} + 3 o {1},
Ny
{S(a)} = {1} + 2. a” {5}
g
@)} = faok + 2 a"{w} )
p?\[o
{U(@)} = o} + 2 a”{lh},
p:

No
AMa) = Xo+ Y aPA,.

\ p=1
Where ({To}, {So}, {70}, {Uo} and Xg) is a known solution point and “a” is the arclength along a
solution arc (u(a),\(a)). Note that (u(a),A(a)) depends smoothly on the parameter “a” and z =
(u”,\)T. Using pseudoarc-length parametrization [8,46] as shown in the previous paper [43], we add
an equation to close our system and to obtain a nonsingular Jacobian for the our problem statement.
In this context, we get an additional condition by projecting the pair (U — Uy, A — A\g) on the tangent
direction Uy, A1 as follows:

CL:<U—U0>'U1+()\—)\0)')\1. (10)
Therefore, the following equations depending of the order p are obtained:
(Up) AU} +Ap A1 =0 for p>2.

We inject the developments in Eq. (9) into the non-linear problem (8) and identify the terms having
the same powers of the parameter “a” to obtain a sequence of linear problems:
Problem at order 1:

[L{T1} = {0}, R
{11} = [G(g(Uo)){S1} + [Sol{g(U1)},
{Sl} = [D]{'Vl}v (12)

{m}=[H(g((Uo)){g9(U1)},
{U1} = M{U%, )
L [N]- {[H (g(Uo)]ID]IG(g(Uo))] + [Sol{g(U1)}} = M{F}.

Problem at order p such that 2 < p < Norder:

LT} = {0}, A
{Tp} = [G(g(U0)){Sp} + [Sol{g(Uk)} + {1}
{Sp} = [D]{’YPL (13)
{} = [H(g(Uo){9(Up)} + {7}
{Up} = /\k{Ud}

| (V] {{[H][DG] + [So]} {g(Up)}} = MAF} — [N]{[H][DI{v;} +{T;}},

where

[H(g(Uo))] = [11] + [A(9(U0))],  [G(9(Uo))] = [IU]+[B( (o)1,

{vp}——z gUNH{gUp-r)}, {T3} = Z N{Sp—r},

r=1
and [50] is a matrix which contains the stress components of the startmg solution of each order:
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S9, 8% 0 o0
{] | 0 0 5P S%
S 8% 0 0
0o 0 S 59

(14)

We approximate the principle unknown {U,} by the local RBF method and we inject this approximation
in the problems (11)—(13) to obtain after the assembly technique a compact problems as follows:
Order 1:

{Ur} = [KTI]_I{FL

N = e (15)
{U1} = M{Ur}

Order p for 2 < p < Norder:

{Unain} = [K7]"{F,}

U UL}
Ap = T T AT (16)

{Up} = )‘p{Ul*} + {U5}7
where [K7| is the stiffness tangent matrix at the starting point ({To}, {So}, {70}, {Uo}). The new
starting point of the new solution branch is obtained by continuation procedure {T'(amax)}, {S(@max)}
{V(amax)}, {U(amax)}, where amax is the convergence radius [8,46]:

(L qu ] s
“m"‘<u{UNO}H> | 17)

5. Estimation of optimum variable shape parameter in high-order RBF collocation ap-
proach

Genetic algorithms are part of evolutionary algorithms which are based on genetics and natural selec-
tion [47]. Their operation is extremely simple. We start from an initial population of arbitrarily chosen
potential solutions (population). We assess their relative performance (fitness). These performances
allow us to create another population of potential solutions by crossover, mutations, and selection
which are simple evolutionary operators. This cycle must be repeated to find a satisfactory solution.

The purpose is to use a search algorithm using genetic algorithm to determine good shape parameter
¢ in the RBF collocation method. In this study, the genetic algorithm is tested to determine good ¢ for
the simulation of large deformation problems. For a given distribution of points, this proposed strategy
allows to determinate automatically and quickly the best value «, to build the shapes functions, with a
good precision. We consider that the shape parameter ¢ = a X ds where « is a coefficient to determinate
and ds is the average distance between points where ds = % Zﬁvzl d; and d; is the distance between
the jth point and its nearest natural neighbor. The proposed genetic algorithm for the optimal value
search of the coefficient « is presented in the Fig. 1. The idea is to minimize the relative error of the
displacement at order 1 of the high order RBF collocation algorithm as shown this figure. This first
order error estimator allows us to ensure a well-conditioned tangent matrix [K7p| of the high order
algorithm which is the same used in the other orders k > 2. For this reason, in the minimization of
the relative error, we are limited to the displacement at order 1 to determine B,ptimai-

In general, we can obtain the generation of the “Population” as follows:

Population = zeros(Npopulation, digits + 1),
Population = [randi([0 9], [Npopulation 1]),-- -, (18)
randi([0 9], [Npopulation  digits])],

where “Npopulation Tepresents the number of values « to be tested for each iteration, “digits” is the
number of digits after the decimal point and ‘randi” is a random function between 1 and 40 where

Mathematical Modeling and Computing, Vol. 8, No. 4, pp. 770-782 (2021)



776 Saffah Z., Hassouna S., Timesli A., Azouani A., Lahmam H.

the shape parameter « varies in the interval [1,40]. We also assume a single number after the decimal
point which limited in the interval [0,9]. The satisfactory solution is controlled by the displacement
relative error which must be lower of €. If the relative errors of the tested values are greater of the
tolerance parameter ¢, we change the values to be tested. We test the values of the new “Population”
in the second iteration. The same procedure is repeated until the relative error is less than €. This
genetic algorithm strategy is similar to that used recently by Hassouna and Timesli (2021) [48].

Initialization:

B = zeros(1, Np); Population = [Randi([1 40], [Np digits])]

Iteration: n =1

I Iteration: n =n+ 1 |——>

| B(1: Np) = (1 : Np) 4 Population(1 : Np,4) - 10(1—%

Shape functions update with shape

’ parameter o = §(j)ds

{Un} = [Kr]7{F}

A1

1{U" —{Ua |
2 [{U 3 +{U |

l

_ 1
T VU U1 error(j) =
{U}" = M{Uin}

N . Yes
° min(error(l: Np)) <&
Selection of Population(imax,1:S) and
Population(imin,1:S) which are equivalent
to the max(error) and min(error) repec- Find j equivalent to the mini-
tively l mum error (min(error))
|Replace Population(imax,1) with Population(imin,l)l .
/Boptimal = IB(J)

Fig. 1. Genetic algorithm strategy for finding the optimal value of 8 based on the first order error estimator.

6. Numerical results

In this application, using the proposed high order algorithm, we study the effect of the shape parameter
on the solution of the nonlinear elastic problem. The accuracy of this numerical solution is controlled
by the FEM method as a reference solution.

6.1. Bi-dimensional structure in tension

We propose to study a problem of elastic rectangular plate of length 100 mm and width 50 mm, this
plate is fixed at x = 0 and subjected to a tensile force AF, with F' = 1 MPa. The physical characteristics
of the material are: Young’s modulus E = 200 GPa and Poisson’s ratio v = 0.34. The parameters of
the high order algorithm are the truncation order p = 15 and the tolerance parameter 1 = 1078.

We performed a simulation using the proposed strong RBF approximation with the distributed
points number 441 and the MQ function. Figure 3 represents the structure before and after deformation,
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where the representation of the initial state in black color and the deformed configuration in red color
for A = 309870. In the RBF method, the value of the shape parameter affects the accuracy and the
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Fig. 2. Condition number for the MQ RBF interpo- Fig.3. Initial and deformed configurations of the
lation. plate for A = 309870 using a distribution of 21 x 21
points.
conditioning of the system matrix. It is necessary to avoid a small shape parameter to ensure that the
matrix of the system is well conditioned. However, obtaining a good accuracy for the RBF method
requires a small shape parameter. Note that this choice leads to ill-conditioned matrix. Therefore, the
solution is to find a compromise to get the best results in terms of accuracy and conditioning. This is
called the Uncertainty Principle [49]. The stability result of the proposed method can be determined
by the condition number, which is defined as follows:

k(R) = |R[IIR~, (19)

where the R is the momentum matrix assigned to the MQ RBF interpolation. The resulting system
matrix must have a condition number in the range [10'3,101°] [49]. We present in Fig.2 the condition
number for the MQ RBF interpolation in each point of the domain. This figure shows that the condition
number is in the range mentioned before for all steps.

—o—FEM —*— New algorithm with q=0.5 (MQ function)
P 10° —e— New algorithm with q=0.5 (MQ function) 40 ¢ —*— New algorithm with q=-0.5 (IMQ function)
—E— New algorithm with q=-0.5 (IMQ function) New algorithm with q=0.25 *

w
®©
T
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w
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w
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N N N w
N [}] <] o
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Displacements Number of steps

Fig.4. Evolution of load A versus displacements v  Fig.5. Evolution of the optimal shape parameter
and v in x direction for the new algorithm with dif-  agptimal Versus number of steps for the new algorithm.
ferent values of ¢ and FEM at point of coordinate

(x =0,y = 100).

Figure4 shows the evolution of load AF versus displacements u and v at point of coordinate
(z =0,y = 100). These results are obtained by the proposed algorithm, using the GA for finding the
good shape parameter and the two functions MQ and IMQ, and compared by FEM.
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Figure 5 presents the evolution of the optimal shape parameter cgptimal With respect to number of
steps for the new algorithm which shows that cptimar varies versus the number of steps. Therefore
the parameter apima; can vary slightly with respect to the increase in loading or deformation.

6.2. Bi-dimensional structure in bending

In this second example, we consider a bi-dimensional elastic plate without contact in bending clamped
at the left end, and subjected at the right end to an imposed load AF; with F© = 1MPa. The
used mechanical and geometrical characteristics of the
considered structure are: Young’s modulus E = 210 GPa,
Poisson’s ratio v = 0.3, length L = 200mm and height
I = 10mm. These data are chosen according to the same
study as in the previous example. The obtained result is
compared with the ones obtained by the FEM. Regarding
the high order algorithm, we use the same parameters of
the previous example with the distributed points number
606. Figure6 shows the initial and deformed configura-
tions of plate in bending, where the representation of the
initial state in black color and the deformed configuration
in red color for A = 9458.9.
” Figure 7 represents the evolution of displacements
0 50 100 150 200 and v versus loading parameter A at point of coordinate
Fig. 6. Initial and deformed configurations of ~ (x = 0,y = 200) using the proposed algorithm with the
the plate for A = 9458.9 using a distribution ~ MQ function where ¢ = 0.5 and ¢ = 0.25. We can see
of 101 x 6 points. that the calculation by the high order algorithm based
on FEM stops because the convergence radius of this high order algorithm tends to zero which shows
the advantage of the high order RBF algorithm based on genetic algorithm to simulate this kind of
problems.
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Fig.7. Evolution of load A versus displacements u Fig.8. Evolution of the optimal shape parameter
and v in x direction for the new algorithm, with dif- Qoptimal Versus number of steps for the new algorithm
ferent values of g using a distribution of 101 x 6 points, using a distribution of 101 x 6 points.

and FEM at point of coordinate (x = 0,y = 100).

Figure 8 presents the evolution of the optimal shape parameter aptima With respect to number of
steps for the new algorithm in the case of bending for the both values ¢ = 0.5 and ¢ = 0.25.
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Figure 9 represents the evolution of displacements w and v versus loading parameter A at point of
coordinate (z = 0,y = 200) using the proposed algorithm with the MQ function where ¢ = 0.5 and
different distributions of point 101 x 6 and 141 x 8. We can observe that the calculation by the high
order algorithm converges better towards the FEM solution using the distribution 141 x 8, that we can
consider it the optimal distribution to obtain good results.

—6—FEM 551

—&— New algorithm using a distribution of 101 x 6 points
7000 - —H— New algorithm using a distribution of 141 x 8 points
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Fig.9. Evolution of load A versus displacements v  Fig.10. Evolution of the optimal shape parameter
and v in z direction for the new algorithm with ¢ =  awptimal versus number of steps for the new algorithm
0.5, and FEM at point of coordinate (x = 0,y = 100). with ¢ = 0.5.

Figure 10 presents the evolution of the optimal shape parameter cgptimal With respect to number
of steps for the new algorithm for the both distributions of point 101 x 6 and 141 x 8. So this figure
shows that the values of agptimal depend on distribution of point. This is the advantage of the proposed
algorithm which adapts with the distribution of points to find better results.

7. Conclusion

In the present new algorithm based on RBF functions, the accuracy depending on the value of the
shape parameter is satisfied by a strategy for selecting optimal shape parameter. The determination
of good shapes parameters is always the subject of exceptional researches. The shape parameter can
be computed efficiently by using the optimization technique of the relative error of the displacement
at first order based on GA. In this context, we propose a new adaptive algorithm, based on the
strong form RBF approximation with automatic selection of the shape parameter, for solving nonlinear
elasticity problem with large deformation. In this adaptive algorithm, we are coupled a collocation-
path following method with a strategy based on genetic algorithm for determining optimal choice of
the shape parameter. Numerical results show that the proposed adaptive algorithm with automatic
selection of the shape parameter can produce more accuracy compared to the same algorithm with a
fixed and given shape parameter. In addition, for structure modeling in large deformation, this new
adaptive algorithm gives good results with a good precision compared to FEM.
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PB® konokauiHnini nigxia Ha OCHOBI FrEHETUYHOIro anropuTMy Ans
onTumasnbHoro Bnbopy napamerpa dopmn

Caddar 3.1, Xaccayna C.2, Taiimcii A.2, Azoyani A.34, JTaxmam I'.!

L Viieepcumem Kacabaanku Xacan II, LIMAT aabopamopis,
Daxyromem nayk Bew M’cix, LIMAT aabopamopin, Mapokko
2 Vnisepcumem Kacabranxu Xacan I, Hauionasvha suwe WrOAG MUCTIEUME MaA PEMECEA
(Ensam Kacabaanxa), 20670 Kacabaanka, Mapoxxo,
SEISEE aabopamopis, Mapokko
3 Cyaman Mynati Caumarcoxuti ynisepcumem, Hauionarvna wxosa npuxsadnuz nayx Xoypibea,
LIPIM sabopamopis, Mapokxo
4 Birvnuti ynisepcumem Bepaina, Incmumym mamemamusu I, Apwimanee 7, 14195, Bepain, Himewvwuna

CraTTsi Ipe3eHTy€e HOBHUIl METOJT JJIsi PO3B’S3aHHS CKJIAIHOI IpOOJeMU Ta OOrOBOPEHHS
MOTOYHUX JIOCJII2KeHb, & caMe: BUOIp ONTHUMAJbLHUX HapaMeTpiB dhopMmu M paiabHOl
6asucuoi dynxuii (PBD) merona kosokarii, sk iHTepnossinil, Tak i HemiHiHNX nudepen-
MiaJbHUX PIBHAHD ¥ YACTUHHUX MOXiAHUX. J[J1s 1IHOTO MOTPIOHO JOCATTH KOMIIPOMICY MizK
TOYHICTIO Ta CTAOLIBHICTIO, 110 HA3UBAETHCs IIPUHITUIIOM KOMIIPOMICY ab0 HEBU3HAYEHOCTI.
Bukopucranus reHeTHIHOTO aJaropuTMy Ta IIPOJIOBXKEHHS MIISXY J03BOJISIE HAM, 3 OJHOTO
OOKYy, YHUKHYTH JIOKAJbHOI ONTUMAJIBHOI MPOOJIeMHU, KA OB’ sI3aHa 3 iHTePHOIAI THIME
marpuigMu PB®, a 3 inmoro 60Ky, — Bifo0pa3uTu opuriHajbHy mpob/ieMy OmTUMI3alil
BU3HAYEHHS MTapaMeTpa dopMmu y mpobiemy moiryky kopens. Harrri o6uuncsoBabHi ekcire-
PUMEHTH, 10 3aCTOCOBYIOTHCS JI0 HEHIMHMX 33724 y CTPYKTYPHUX PO3PAXyHKAX, BIUKO-
PUCTOBYOYN 3aIIPOIIOHOBAHUI &IAITUBHUIN AJITOPUTM Ha OCHOBI N€HETUIHOI ONTUMI3AIl 3
ABTOMATHYIHUM BHOOPOM mapamerpa (pOpMH, MOYXKYTb JABATH OLIbIITY TOYHICTH TOPIBHSHO
3 apT-aJrOPUTMOM 3 JiiTepaTypu 3 (PIiKCOBAHUM i TaHUM IapamMeTpoM (GOPMH Ta METOIOM
CKIHYEHHUX €JIEMEHTIB.

Knw4osi cnoBa: seauxi depopmayii, cusvha gopma, memod xorokayii PED, zenemun-
HUT AA2OPUMM, GEMOMAMUYNHULT 6UOIP Napamempa Gopmu.
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