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Entity Resolution is the task of mapping the records within a database to their corre-
sponding entities. The entity resolution problem presents a lot of challenges because of
the absence of complete information in records, variant distribution of records for different
entities and sometimes overlaps between records of different entities. In this paper, we
have proposed an unsupervised method to solve this problem. The previously mentioned
problem is set as a partitioning problem. Thereafter, an optimization algorithm-based
technique is proposed to solve the entity resolution problem. The presented approach en-
ables the partitioning of records across entities. A comparative analysis with the genetic
algorithm over datasets proves the efficiency of the considered approach.

Keywords: entity resolution, cluster validity index, particle swarm optimization, distance
measure, genetic algorithm, unsupervised algorithm.
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1. Introduction

Nowadays, the amount of data is growing exponentially. These data represent multiple entities. Some-
times we may want to obtain the data related to a specific entity. Nonetheless, this is not an easy task,
because multiple entities can share similar information as the name per example.

In similar cases, it becomes confusing to find the desired result because of the same name that many
entities share. Given a database and a set of records, the goal is to partition the records into clusters
such that each cluster refers to a single real-world entity. This task of assigning records to real-world
objects is dubbed entity matching. By definition, entity matching is the task of linking records to their
corresponding entities. This process has several names: Object distinction [1], Duplicate detection,
Entity resolution [2], Merge/Purge problem [3], Entity Name Disambiguation [4].

This issue has drawn the attention of researchers, and different approaches are proposed to solve
it. Among those methods, we distinguish Sorted Neighborhood Methods [5], Blocking [6] algorithms
and Machine Learning based-approaches [1|. The problem of Entity Resolution can be considered as a
partitioning problem where the objective is to partition the records so that all the records within the
same partition should belong to one entity. Some of the suggested techniques for Entity Resolution [5-7]
partition records automatically without providing the number of clusters beforehand, while other
techniques require the number of clusters to be given as input parameter [8].

Previous researchers have utilized many approaches using genetic programming GP [9-11]. The
first approaches [12, 13| were supervised in nature. Next, an unsupervised approach [14] is proposed
using the search capabilities of the genetic algorithm to solve the entity resolution problem, where the
problem is considered as a partitioning problem. However the limitation of this work is that it targets
only bibliographic databases which are quite different from other databases.

Our work is the first one to adapt Particle Swarm Optimization technique (PSO) [15] which is
unsupervised in nature to efficiently solve the problem of entity matching problem for generic datasets.
We keep the same modeling as in [14] of the problem as an optimization problem and applied PSO to
solve it.
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To measure the quality of the resulting partitioning there are used internal validity measures [16].
The aim of that optimization problem is to optimize the internal cluster validity index. In the current
paper, we have proposed a PSO based framework for solving the entity resolution problem. In order to
encode the clusters we have utilized medoid based representation. There are used different similarity
functions to measure the similarity between two records. In order to check the goodness of the encoded
partitioning, some cluster validity indices are used. Also it’s established a comparative performance
study of the utilized cluster validity indices.

The main contribution of the current paper is the utilization of the PSO algorithm as an unsu-
pervised based approach for solving the entity resolution problem, where no labeled dataset is used.
The proposed approach is applied on any dataset that doesn’t contain unlabeled data. This elimi-
nates the need for manual annotation in the generation of labelled data. This is, without a doubt, a
time-consuming and costly procedure. Another major contribution of the current work is the use of a
wide number of features to address the problem of entity matching. The use of a single feature may
not permit disambiguating records. In general, there exist many clustering algorithms based on the
search capability of the PSO algorithm. The proposed PSO algorithm based technique is automatic in
nature. It can divide the given set of records automatically into a number of clusters.

Section 2 briefly outlines some interesting work in the area of the entity matching. In Section 3,
we present our proposed approach. In Section 4, cluster validity measures are described, which serve
as objective functions. Experimental evaluation is discussed in Section 5. Finally, Section 6 concludes
the paper and gives the future direction to the work.

2. Related works

Many researchers have studied entity matching, which is a well-known problem. The researchers have
suggested a number of solutions to this problem. Two broad categories can be identified among the
available methods. The first deals with non-temporal attributes. These methods are used for records
attributes which have no meaningful significance for the time. The second approach deals with temporal
attributes. In this category, records evolve over the time. Consequently, it is crucial to include the
time as a dimension in the calculation of distance between compared records.

Most of the previously proposed approaches were dealing with bibliographic dataset. Yin et al. sug-
gested DISTINCT [1], a methodology that considered a set of distinct objects as the training set and
applied SVM algorithm to identify several types of linkage. However, the dependency of that method-
ology on the training dataset was one of its major limitations. Also, the method cannot consider
clusters with single records, which is a very likely case in almost all datasets.

Most of the previous work was related to bibliographic databases. A probabilistic approach was
proposed by Tang et al. [17] which requires the number of entities &k to be supplied beforehand which is
unpractical. To overcome this limitation authors have tried to estimate k£ [18-20]. Another work done
by Wang et al. [21] to identify best similarity function and threshold to maximize an objective function
for entity matching. Other approaches like Bibnet Miner, DBLife and SAND [22-24| were suggested
for the case of bibliographic datasets, which makes them not appropriate for generic datasets.

Recently, researches were carried out to measure the quality of algorithms developed for entity
matching. Mishra et al. utilized some of internal cluster validity indices [16,25-27| for evaluating
correctness of the obtained partitioning. Bic index was used by Tang et al. to predict the number
of clusters. A later work done by Mishra [28] consists of proposing two other cluster validity indices.
Nevertheless, these indices were used to assess the quality of clustering only for bibliographic databases.

Researchers incorporated genetic programming (GP) [29], which is inspired from the genetic algo-
rithm [30] for entity matching problems. A GP-based approach [31] was presented for de-duplication.
In [32] GenLink, which is a genetic programming based supervised learning algorithm was proposed. It
learns linkage rules from a set of existing reference links. Mishra et al. [14] proposed an unsupervised
method for entity matching problems using genetic algorithm. Being dedicated specifically to biblio-
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graphic databases is one of the major limitations of this approach. In this paper, we have proposed an
unsupervised method for the entity matching problem using Particle Swarm Optimization (PSO).

3. The proposed approach

This section describes the particle swarm optimization (PSO) for entity matching problems. The basic
steps of PSO are shown in Algorithm 1.

Algorithm 1 PSO Algorithm

1. Initialization

1.1 For each particle i in a swarm population size P:
1.1.1 Initialize X; randomly
1.1.2 Initialize V; randomly
1.1.3 Evaluate the fitness f(X;)
1.1.4 Initialize pbest; with a copy of X;

2. Repeat until a stopping criterion is satisfied.
2.1 For each particle i:
2.1.1 Update V;' and X!
2.1.2 Evaluate the fitness f(X})
2.1.3 pbest; < X! if f(pbest;) < f(X})
2.1.3 gbest; + X! if f(gbest;) < f(X})

Instead of a chromosome in Genetic Algorithm, a population in a PSO algorithm is a set of particles.
Each particle has a position vector X; that represents its corresponding solution. In each iteration
a particle updates its position vector based on the combination of its previously found best position
and the best point achieved regardless of which particle had found it. Consequently, all particles take
advantage of their search capabilities plus the search capabilities of each other, which helps to converge
to the best solution over iterations.

The complete flowchart of the algorithm is shown in Fig. 1.

In the preprocessing step, the data is mapped to its numerical representation as explained in the
next subsection. Next, the algorithm initializes a population of n particles. The associate vectors of
position X; and velocity V; of each particle are initialized randomly. The update of these vectors for
each particle is performed at each iteration. The self cognitive ppes:, at a current generation holds
reference to the best current position that optimize the particle’s fitness value f(X}). Similarly, in
terms of fitness value, the social cognitive ¢;..¢ holds the best position in the current population.
While the stop condition is not met, the updaté process is repeated. After all iterations have been
completed, the best position vector is chosen. Following that, reverse mapping is performed to obtain
the corresponding data clusters.

3.1. Records mapping

Let R = {ry,...,m,} be the set of n records of a dataset. Each record in the dataset is encoded by a
unique integer ranging from 1 to n.

Example 1. Let R={ry,...,r10} be aset of 10 records. Their encoding is {1,2,3,4,5,6,7,8,9,10}.
Record 73 is presented by the integer 2.

Mathematical Modeling and Computing, Vol. 8, No. 4, pp.573-583 (2021)



576 Aassem Y., Hafidi I., Khalfi H., Aboutabit N.

]

A 4

Preprocessing

A 4

Initialization of swarm population

|

Meet stop Yes
condition

I~

Update the velocity of each particle V;
Update the position of each particle X;
Evaluate the fitness of each particle’s vector position

No
f(pbest;) < f(X])
Yes
[ Assign X; as the best local position for particle p; ]
Yes v<

f(gbest;) < f(X]

[ Assign X; as the best global position for particle p; ]

P
<
y

[ gen = gen + 1 ]
|

Select the position vector with the best
fitness value

Fig. 1. Flowchart of PSO based ER algorithm.
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3.2. Solution representation

The solution of a problem resolved by PSO is a vector X of a length K. The vector X is a sequence
of some positive integers representing the clusters. We utilize variable length encoding to encode the
clusters. This is because the number of clusters is not known in advance. The k length encoding
represents the k clusters. The elements in cluster representatives are not cluster centers, rather they
are medoid points of different clusters.

The number of clusters varies between 1 and n. Thus, the size of cluster representatives should
vary between 1 and n. We have varied it between 2 and n — 1. This is because for the boundaries it
is difficult to measure the quality of partitioning. We discarded these cases in the current work since
they are very rare.

3.3. Population initialization

As the vector X; for a particle is a sequence of cluster representatives, that component needs to be
initialized to form a complete vector X. The K records encoded in cluster representatives are initialized
to k randomly chosen records from the dataset. For each particle the value of k is selected randomly.
This is a random number between 2 and n — 1. These k records should be unique.

3.4. Assignment of records to different clusters

After generating the vector for each particle of the population, the next step is to assign the rest of
the records to representative cluster medoids in order to form the complete partitioning. The process
of record assignment is summarized in Algorithm 2.

Algorithm 2 Assignment of records to different clusters

input : positionVector: a vector of length K
R: a vector of length n
Cluster|] < @
fort:=1to K do
Cluster[i] < Cluster[i] U positionVector;
unassignedRecord < R\positionV ector;
end

fori=1ton— K do
Assign  the i-th  records from  wunassignedRecord to cluster j such  that

d(unassignedRecord, Cluster[j]) < d(unassignedRecord, Cluster[k]),1 < j,k < K,j # k
end
return Cluster

In the proposed approach, the distance is calculated using the function described in section 4. The
distance between a record r and a cluster Uy is the distance between r and its nearest record within
Uk. The distance between record r and cluster U is denoted by the equation below.

d = min dist(r, ;).
min dis (ryr;)

4. Objective functions and distance measures used

4.1. Objective functions

Entity matching is essentially a task of records clustering so that similar records are grouped in the
same cluster, where each cluster refers to a distinct entity. Given a set of records R = {ry,...,7m,}.
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Let the number of clusters be K. Let the set of clusters U = {uq,...,ux}. The size of a cluster Uy is
ng. Let ¢ be the center of cluster Uy Vk € {1,..., K}. C is the center of all records.
The clustering of these records in k clusters satisfies the following rules:

UszlUk‘ == R

UsNU;, =2, 1<k#kK <K.

In order to assess the quality of a resulting partitioning, cluster validity indices [16,25-28| are
suggested by researchers community. These cluster validity indices permit to quantify and measure
the quality of the obtained partitioning. Thus, a set of partitioning may be ranked based on the
goodness of each solution. In the literature, several cluster validity indices have been developed each
with its own definition. In our work, we have utilized two of the cluster validity indices as the objective
functions. We have described the used cluster validity indices in more details in this section. At a
time, PSO is utilized to optimize any one of these cluster validity indices.

4.1.1. CH index

The Calinski-Harabasz index [16] is computed by the following equation:

trace(Sg) n—k

H=
¢ trace(Sw) ko1

K
trace(Sp) = an x dist(cg, ¢),
k=1

K K
Z ny % dist(rq, C).

=1rq€Cy

trace =

]

trace(Sp) is related to the distance between clusters and should be maximized. trace(Sy ) is the
internal distance which should be minimized. Thus better partitioning is achieved by maximizing the
value of the index.

4.1.2. CS index

The index’s numerator computes the distance between records in the same cluster of the resulted par-
titioning. The numerator which refers to the compactness should be minimized. The denominator
computes the separation and it is formulated by the distance between two different clusters. Conse-
quently, its value should be maximized. Therefore, for a better partitioning the index value should be
minimized,

K
Z

T Eck rr€Cr

ni > max dlst(rk,rr)]
CS =

K
2:: [ EKiI?/# dist(ck,c;ﬂ)}

4.2. Distance measures

Accurate clustering necessitates a precise description of the closeness of two objects, either in terms
of pairwise similarity or distance. Meanwhile, dissimilarity or distance are often used to describe
similarity [33-35]. To determine pairwise distances, measurements like Euclidean distance and relative
entropy were used in clustering.
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The distance measures can be broadly classified into two categories which are non temporal dis-
tance measures and temporal distance measures. From the first category we cite Levenshtein [33],
NGram [34], Metric Longest common subsequence (MLCS) [35], Jaccard distance etc.

Regarding temporal distance measures, they are characterized by the consideration of the time in
the distance calculation. A useful case for using this kind of distance measure is when dealing with
databases related to data that may evolve over time such as bibliographic datasets.

In our paper we utilize only non temporal distance measures. The used metrics are Levenshtein
distance, MLCS and NGram distance.

5. Experimental evaluation

This section describes the experimental setting and evaluation of the proposed approach. We have
used both PSO and genetic algorithms as the underlying optimization techniques. The following are
the parameter values: no. of generation = 100, population size = 100, mutation probability = 0.1,
crossover probability = 0.9. PSO parameters values are: w = 0.9, ¢; =2, ¢co = 2.

For evaluation purposes, we used a synthetic dataset generated using Febrl [36] and a dataset that
we have generated manually. The information regarding used datasets is given in the table below.

Table 1. Description of datasets used for evaluation purpose.

Datasets Number of records | Number of entities
Febrl dataset 1000 500
Rating a0 12

5.1. Evaluation

Two objective functions are utilized for experimental purposes, which are discussed in section 4. The
results of the proposed approach are compared with genetic algorithm based ER.

We conducted two experiments. The first one consists of measuring the convergence of both al-
gorithmes to 100% in terms of aforementioned metrics (Precision, Recall, FScore). The goal of this
experiment is to highlight the fast convergence of PSO relatively to GA. The results are reported in
Tables 2 and 3.

The second experiment aims at measuring the performance of both algorithms for a specific number
of generations. We show the results in Tables 4, 5 and 6.

Table 2. Required iterations for our proposed approach.

Number of iterations 5 10 15 20 21

Precision | 73.33 | 57.14 | 77.77 | 71.42 | 100
PSOBER Recall 91.66 | 66.66 | 63.63 | 83.33 | 100
Fscore 81.48 | 61.53 70 76.92 | 100

Table 3. Required iterations for genetic algorithm based approach.

Number of iterations | 5 10 | 15 20 | 21 | 25
Precision 46.15 | 50 | 66.66 | 45 | 66 | 100

GAEM | Recall 54.54 | 50 | 66.66 | 45 | 66 | 100
Fscore 50 50 | 66.66 | 45 | 66 | 100

For the synthetic dataset, Tables 2 and 3 show the minimal number of required iterations to gain
respectively the precision, recall and FScore values for our approach compared with genetic algorithm
based approach. The results show non-monotonic variation of the values for both algorithms. However,
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our approach requires few iterations to cover all true duplicates. This out-performance is for reason
that PSO has the capability of sharing information across particles and thereby helping them improve
their own solution. This results in faster convergence for the solutions in PSO. In contrast, genetic
algorithms have no such mechanism. Better solutions pass the information only by participating in
the crossover with some chromosomes.

Table 4. Precision values for the compared algorithms using CH and CS indices.

Distance Measures | CVI | Levenshtein | MLCS | NGRAM
CH 96.59 95.34 95.34
PSOBER CS 95.55 92.30 92.30
CH 94.04 94.11 94.04
GAEM CS 87.5 92.5 86.11

Table 5. Recall values for the compared algorithms using CH and CS indices.

Distance Measures | CVI | Levenshtein | MLCS | NGRAM
CH 96.59 95.34 95.34
PSOBER CS 97.72 92.30 92.30
CH 94.04 94.11 94.04
GAEM CS 89.74 92.5 86.11

Table 6. FScore values for the compared algorithms using CH and CS indices.

Distance Measures | CVI | Levenshtein | MLCS | NGRAM
PSO CH 96.59 95.34 95.34

CS 96.62 92.30 92.30
GA CH 94.04 94.11 94.04

CS 88.6 92.5 86.11

Table 4 shows the result of our proposed approach in terms of precision for three different distance
measures using respectively CH index and CS index as the objective function. This table also contains
the precision values for Genetic Algorithm based approach.

From this table, it is clear that the performance using both indices are approximately similar for
each method. The values of precision for both indices are near to 100% for PSO and GA based
approach. However, PSO still outperforms GA for the three distance measures. This is due to the
search capabilities of PSO which utilize the previous best collective and individual solution in the
construction of the new solution. In contrast, genetic algorithms are based on randomness which has
a significant impact on its precision values. To show the impact of distance measure, we compared the
algorithms using different distance measures. For instance, PSO achieves its highest precise value using
Levenshtein distance. On the other hand, Metric Longest Common Subset (MLCS) is the convenient
distance measure that permits attaining the highest precision value for the genetic algorithm being
applied to this dataset.

For recall values, it is clear that the aim is to maximize its value. This can be achieved by merging
all records in a single cluster. Nevertheless, for this case, the precision will be too low. Thus, to ensure
better performance of the algorithm, we should find a compromise between precision and recall so that
they are both maximized. This constraint is what makes clustering a crucial problem. When precision
and recall are equal to 100%, the obtained results match the gold standard.

Table 5 shows the values of recall for PSO and GA using respectively CH index and CS index.
PSO takes advantage of its search strategy to cover more true positives than genetic algorithm. In
other words, our approach covers more correct duplicates than the genetic algorithm based approach.
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Moreover, we see that both distance measures and the used objective function impact the approaches’
performances in terms of recall. For CS index there is a clear difference between both algorithms
performances using Levenshtein distance measure. The former distance produces better results for
PSO, while at the same time it decreases the performances of GA based approach.

The obtained results concerning FScore are shown in Table 6. Since the mathematical definition
is a harmonic mean of precision and recall, it is clear that it is linear with the algorithms regarding
precision and recall. Concerning the distance measure, PSO is more efficient using Levenshtein while
genetic algorithm achieves its highest value when utilizing MLCS as a distance measure.

6. Conclusion and future work

In the current paper, we have proposed a PSO algorithm based approach for solving the entity matching
problem. The proposed approach can automatically determine the number of clusters present in a
regular dataset as well as determine the optimal partitioning from the dataset. Several attributes are
considered for finding the distance between different records. A representation was adapted to cohere
with PSO specification. All these concepts have made the proposed approach a very powerful one. The
results of the proposed technique in comparison with the genetic algorithm over two datasets using
two objective functions prove the efficiency of the proposed technique.
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PSOBER: nos'sizyBaHHs 00’ekTiB Ha ocHoBi PSO

Aaccem 1., Tadizi 1., Xandi I, AGyrabir H.

Hauionanrvrna wronra npurxsadnux nayx, Yuisepcumem imeni Cyamana Myaes Caimana,
Xypibea, Mapoxko

IloB’ss3yBannsa 00’€KTiB — Iie 3a/atva 3iCTaBJIEHHS 3anuciB y 6a3i JaHux 3 BiAMOBIIHUMEI
ob’ekramu. 3ajavua MOB’si3yBaHHS 00’€KTIB € MHOXKHHOIO 33129 Yepe3 BiJICyTHICTH IOB-
ol irdopmariii B 3anmcax, BapiaHTHUN PO3IMOII 3alUCiB /I Pi3HUX 00’€KTiB, a iHOI i
TIepEeKPUBAaHHS 3alUCIiB Pi3HUX 00’€KTiB. Y Iiif PoOOTI 3aIIPOTIOHOBAHO METO]I BUPIIIEHHS
1iel mpobiteMu 6€3 HeoOXiMHOCTI 30BHIMMTHBOI0 KOHTPOJIIO. Buiesramana 3a1a9a, MmogaeThCsT
dK 3a7a4a mpo po3ourTd. [licas 1poro, 3amponoHOBAHO METOAUKY HA OCHOBI aJrOpUTMY
OIITUMIBAIIT J/IsI BUPIIIEHHST 3aa4i ITOB’ A3yBaHHsI 00 €KTiB. 3alpONOHOBAHMH ITiAXim 103~
BOJISIE BUBHAYUTH PO3IIOIIJ 3aIUCIiB 3a KaTeropigmu. [lopiBusanbHmit anasi3 i3 reHeTHIHIM
AJITOPUTMOM 3a HabopaMu JAHUX JOBOIUTH €(PEKTUBHICTH 3AIIPOIIOHOBAHOTO IIiIXOIY.

Knwo4osi cnoBa: nos’asysarns 06’exmis, ihdekc 6aaA10H0CME KAGCTEDA, METMOO POIO YaAC-
MUHOK, MIpa 6I0cmani, 2eHemMuNHUT aN20pUMM, HEKEPOSAHUL AAZOPUMM.
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