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A method of constructing a Chebyshev approximation of multivariable functions by a
generalized polynomial with the exact reproduction of its values at a given points is pro-
posed. It is based on the sequential construction of mean-power approximations, taking
into account the interpolation condition. The mean-power approximation is calculated
using an iterative scheme based on the method of least squares with the variable weight
function. An algorithm for calculating the Chebyshev approximation parameters with the
interpolation condition for absolute and relative error is described. The presented results
of solving test examples confirm the rapid convergence of the method when calculating the
parameters of the Chebyshev approximation of tabular continuous functions of one, two
and three variables with the reproduction of the values of the function at given points.
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1. Introduction

Let in some bounded area D of n-dimensional real space R™ the value of the function f(X) are given
on an arbitrary set of points Q@ = {X;};_;. The function f(X) for s > m + 1 should be approximated
by a generalized polynomial

Fm(avX) :Zachz(X)v (1)
=0

where ¢;(X), i = 0,m is a system of real functions linearly independent and continuous in D, aj;,
i = 0,m are unknown parameters: {a;}i", € A, A C R™1 The Chebyshev approximation of a
function f(X) by expression (1) with interpolation is that at the points of the subset U = {U;}%_,,
k <s (U C Q), the expression F,(a; X) reproduces the value of the function f(X)

Fn(a;Up) = f(U) =i, i=1,k (2)
and the biggest approximation error
Ala) = max | F(X) = Fp(a; X) 3)

is the smallest possible out of the set of parameters A.

The class of expressions Fy,(a; ), satisfying condition (2) is characterized by the subset of param-
eters {a;}/, € (A* C A). If there is a point a* € A*, at which the exact lower bound of the largest
error of approximation is reached

A(a") = inf A(a), (4)

then the expression Fy,(a*;x) is a Chebyshev approximation of a function f(X) on a set of points €,
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that reproduces the given values of the function at a points U — f(U;) = v;, i = 1, k. An approximation
that satisfies conditions (2) and (3) is called a Chebyshev approximation with the interpolation or with
the interpolation condition [1-3].

The problem of finding the Chebyshev approximation with interpolation arises when the technical
conditions require that the expression of the approximation at certain points reproduce the given
values [4-6]. Such problems arise, in particular, during the design of measuring instruments [4,7, §],
in which a certain value of the output signal of the sensor must correspond to a specific value of the
measured value, description of transmission characteristics of automated control systems [9] and so on.

The Chebyshev approximation with the interpolation condition has certain features. In the case
of approximation of a function of one variable, the property of alternate change of the error sign at
the points of the Chebyshev alternation is not always fulfilled. This feature is noted in a number of
works, in particular in [5,10]. The characteristic property of the Chebyshev approximation with the
condition was first established in [1], where it is substantiated that at the alternation points adjacent
to the point of the condition, the sign of the deviation error must coincide. The properties of the
Chebyshev approximation with the interpolation for the functions of one variable and algorithms for
calculate its parameters are described in [1,4,10-13]. In [1,4] the necessary and sufficient conditions
for the existence of a Chebyshev approximation with the condition of expressions satisfying the Haar
condition are established, and in [12-14] the characteristic properties are described and algorithms are
proposed to determine the parameters of a Chebyshev approximation with the condition of some non-
linear expressions. In [14], the alternative properties were established and methods for constructing
the Chebyshev approximation of functions of one variable with interpolation of the values of the
function and its derivatives were proposed. In the monograph [15] the problems of approximation of
functions with the conditions in the form of inequalities are investigated. A modified algorithm for
replacing alternative points in the construction of the Chebyshev approximation of one variable with
interpolation is described in [1,14].

We propose a method for constructing the Chebyshev approximation of multivariable functions by
a generalized polynomial with interpolation as a boundary approximation in the norm of space LP
at p — oo. This method consists of sequentially constructing mean-power approximations with the
reproduction of the values of the function at a given points. In the discrete case, we use the space EP
(1 < p < o0) with norm

1/p
1Al = (D 1ax)P) (5)
XeQ
to estimate the error of the mean-power approximation. The limit value of the norm ||Al||gr at p — oo,
similarly to the norm of the space LP at p — oo, corresponds to the norm in the space of continuous
functions [|Al|¢ [3,16].

2. The method for determining the Chebyshev approximation parameters of multivari-
able functions with interpolation

The construction of the Chebyshev approximation of the tabularly given of multivariable functions by a
generalized polynomial with the interpolation is based on the idea of sequentially calculating the mean-
power approximation in space EP at p = 2,3,4,... [17-19]. Suppose that for a function f(X), given
by the table on the set of points €2, there is a Chebyshev approximation of the expression F,(a; X)
with the interpolation at subset points U. The essence of the method of constructing the Chebyshev
approximation of multivariable functions by expression Fy,(a; X) with interpolation we will illustrate
by the example of calculating the parameters of the Chebyshev approximation with interpolation at
only one point U;. To construct such a Chebyshev approximation, we use the method of consecutive
mean-power approximations by the expression

o NS - po(X)
Fm(avX) = ;QZ@Z(X) + (Ul _;(IZSDZ(UI)> SDO(UI)' (6)
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The expression Fy,(a; X) is derived from expression (1) with respect to interpolation condition (2)
for only one point Uy, that is f(Uy) = v1. This removes the parameter ag from expression (1). It
is assumed that ¢o(U) is not equal to zero. In practical implementation of this method, similarly to
the modified Gaussian method for solving systems of linear equations with the choice of the principal
element, in order to ensure the stability of the computational process, it is advisable to remove the
parameter a; (i = 0,m), where the value of the basis function o;(U) at the point U; takes the largest
absolute value.

The use of expression (6) to approximate reduces the problem of Chebyshev approximation with
interpolation to the problem of constructing a Chebyshev approximation of multivariable functions
f(X) on a set of points Q, = Q\U by a generalized polynomial of the form F,,(a; X) (6) with respect
to unknown parameters a; (i = 1,m). To calculate the values of these parameters, you can use an
iterative scheme based on the method of least squares

E IOT(X)(f(X)_Fm(aaX))z——A>m1n7 T:L"'vp_Zv p:273747"' (7)
ac
XeQ,

with sequential refinement of the values of the weight function [18]
p(X) =1, p(X)=]]120:X), r=1,...p-2 ()
i=1

where Ag(X) = f(X) — Frng-1(a; X), k = 1,7, Fp—1(a; X) is approximation of function f(X) by
expression (6) by least squares method with weight function pg(X) on the set of points Q, = Q\U.

The construction of the Chebyshev approximation of the function f(X) consists in the sequential
calculation its mean-power approximations by the expression Fy,(a; X) for p = 2, 3,4, .... The iterative
process (7) with the weight function (8) provides sequential obtaining of mean-power approximations
For(a; X), r=0,1,... of the function f(X) in space E"*2 [18,19], which in accordance with [16,20]
coincide to the Chebyshev approximation.

Completion of iterations (7) can be controlled by achieving some given accuracy &

|Nr—1 - /‘7‘| < Efbr, (9)
where B
pr = max [f(X) = F(a: X)| (10)

If condition (9) is satisfied, the Chebyshev approximation of a continuous function given on a set of
points with interpolation at a point by expression (1) takes the form

Fo(a; X) = Fpr(a; X). (11)
The obtained approximation (11) can be improved by an additive correction [16]
F(a; X) = Fp(a; X) + ap. (12)

The value of the correction ag is defined as the solution of the one-parameter problem of the Chebyshev
approximation of the function f(X) by an expression Fy,(a; X) + ap with absolute error at the set of
points

apg = (,umax + ,Umin)/2a (13)
where

Nmax:g}gg (f(X) _Fm(a;X)) and Nmin:)lgéiélu (f(X)_Fm(avX)) :

It should be noted that the adjusted approximation (12) of a continuous function f(X) given on a set
of points X € Q with interpolation at a point U; reduces the absolute error of the approximation by
a value ag, but at the same time causes an error of the same value when reproducing a function f(X)
in the interpolation point Uj.

According to [18], the sequential refinement of the values of the weight function (8) taking into
account the errors of reproduction of the values of the function f(X) based on the results of all
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previous approximations least squares method (7), ensures the convergence of the iterative scheme (7),
(8) when calculating mean-power approximations with interpolation. By setting the value ¢ in (9), it is
possible to achieve the required accuracy of calculating the parameters of the Chebyshev approximation
of the function f(X) with interpolation.

The calculation of the parameters of the Chebyshev approximation by the generalized polyno-
mial (1) with interpolation at several points is implemented according to a similar scheme. In this
case, when forming a polynomial of the form (6) it is necessary to remove as many parameters from
the polynomial (1) as there are interpolation points.

For example, the problem of constructing a Chebyshev approximation of multivariable functions
f(X) by a generalized polynomial (1) with interpolation at two points U; and Uj is reduced to the
problem of constructing a Chebyshev approximation of a function f(X) at a set of points €, = Q\U
by a generalized polynomial of the form

Fo(a: X) = aipi(X) + aopo(X) + a1 (X) (14)
=2

regarding unknown parameters a; (i = 2,m). Assuming that the values ¢o(U;) and ¢;(Usz) are not
equal to zero, to determine the parameters ag and a; we obtain

ag = <vl - Z%%(Ul)> /soo(U1), (15)
i=1

wo(U1) (Uz - i ai@i(U2)> — 2(U2) <Ul - é a,-go,-(Ul)>

=2

©o(U1)p1(Uz) — ¢1(Ur)po(Uz) ’
v = f(Uh), wv2= f(Ua).

a] = (16)

3. Determining the parameters of the Chebyshev approximation of multivariable func-
tions with the interpolation with relative error

If the continuous function f(X) at the set of points € does not acquire values equal to zero, then a
similar method can be used to calculate the Chebyshev approximation of f(X) with interpolation at
the point U; by expression (1) with a relative error. To construct a Chebyshev approximation of a
function f(X) with relative error and interpolation at a point U; we use an iterative scheme based on
the least squares method (7) with a weight function

pO(X):fQ(X)v pT(X):H|@Z(X)|7 r=1,...p—2, p=34,..., (17)
i=1

where

f(X) - Fm,k—l(a;X)
) 7(X) |
and [, (a; X) is the approximation of the function f(X) by expression (6) by the method of least
squares with the weight function pg(X).

In constructing the approximation with the relative error of completing the iterations (7) with the
weighting function (17) it is possible to control the achievement of some necessary accuracy e according
to condition (12), in which

Ox(X) = k=T, (18)

pr(X) = Iax ©741(X)] (19)

where ©,41(X) is the error of the function reproduction f(X) by the expression F, ,(a; X), obtained
by the method of least squares (7) at the iteration 7.

As a result, the desired approximation of the continuous function f(X) given on the set of points
X € Q by expression (6) with relative error and interpolation at the point Uy coincides with Fy, ,-(a; X)
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Fo(a; X) = Fpp(a; X). (20)
For approximation (20) it is possible to apply the corrective amendment b
Fm(a; X) :me(a; X)v (21)
where
2f(Xmax)f(Xmin)

B Fm(a; Xmin)f(Xmax) + Fm(a; Xmax)f(Xmin) ’

Xmin and Xpnax are the points at which the relative error of the approximation ©,1(X) (18) reaches
the smallest and the largest value respectively. The value of the corrective amendment b is defined as
the solution of the one-parameter problem of Chebyshev approximation of the function f(X) by the
expression bF,,(a; X) at the set of points X € Q,, with relative error

f(X) = bFn(a; X)

Inax 7X) — min. (22)

The results of the calculation of the Chebyshev approximation parameters with the interpolation
for the test examples confirm the rapid convergence of the iterative process (7) with the weighting
functions (8) and (15) when approximating the functions of one, two and three variables.

Example 1. Let us calculate the parameters of the Chebyshev approximation of the function y(z) =
V0.1 + 2x + 323 given at points x;, i = 0,20, where x; = 0.14, by a polynomial of the second degree
with interpolation at a point Uy = x2 = 0.2.

Using the proposed method at e = 0.003 for 11 iterations (7) a polynomial
Py(a;x) = 0.45578471822% + 1.488032218x + 0.407479194, (23)

was obtained for the function y(z). Taking into account the corrective amendment ag = 0.0005614165
it provides an absolute error of approximation 0.094260809.
The Chebyshev approximation of function y(z) by a second degree polynomial with a given value

at a point U; = 0.2, obtained by the iterative scheme of Remez with refinement of the points of
alternation according to the modified Vallee-Poussin algorithm [1,14]
Py(a;z) = 0.409117888258291 + 1.48206220221688x + 0.45870273939366822, (24)

provides the absolute approximation error 0.09289. The excess of the approximation error by poly-
nomial (23) in comparison with the error of the Chebyshev approximation obtained by the Remez
scheme (24) is equal to 0.00137, which is 1.475% of the error of the Chebyshev approximation obtained
by the Remez scheme.
Error curve of the approximation of the function y(z) by poly-
nomial (23) is given in Fig. 1. o
This error curve corresponds to the characteristic property of 0041
the Chebyshev approximation with interpolation at one point [1, 0021
14]: it has three points at which reaches the largest deviation |
modulus, the values of the moduli of these deviations coincide  -004]
and the sign of the error changes (except for points adjacent to %]

the point of condition point U; = 0.2): -0.08
Fig.1. Error curve of the approxi-
(0,—0.091251428), (0.9, —0.094260809), (2,0.094260809). (25) mation of the function y(x) by poly-

In the extreme points adjacent to the interpolation point (in the  nomial (23) with interpolation at
first and second extreme points) the sign of the deviations coin- the point Uy = 0.2.

cides. The extreme points (25) coincide with the points of alternation obtained for the approximation
of the function y(x) according to the scheme of Remez (24). In the first extreme point (25), the value of
the approximation error is slightly smaller in modulus. To achieve better alignment of the values of the
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modules of approximation errors at extreme points, you can increase the accuracy of the calculation
of the Chebyshev approximation by reducing the value ¢ in (9).

The Chebyshev approximation of the function y(z) with an absolute error of 0.09293 was obtained
by method (7), (8) at ¢ = 0.00004 for 95 iterations

P (a;2) = 1482643672 + 0.45847347262% + 0.4088261344. (26)

Value of the corrective amendment for approximation (24) is a9 = —0.0001846355. For the polyno-
mial (26), the following error values were observed at the extreme points:

(0, —0.0925983684), (0.9,—0.092935947), (2,0.092935948).

As the accuracy € of calculating the approximation by a polynomial of the second degree increased,
the extreme points did not change, and the values of the Chebyshev approximation error modules at
these points almost leveled off: the deviation value at the first extreme point was less than the deviation
at the other two points by 0.0003376, the discrepancy of values of deviations in extreme points makes
0.36%.

The Chebyshev approximation of the function y(z) by a polynomial of second degree with interpo-
lation at a point U; = 0.2 with relative error by method (7) with the weight function (17) for ¢ = 0.003
was obtained in 7 iterations. Polynomial

Py(a;z) = 0.184959529x2 + 1.859979999x + 0.3440235337 (27)
taking into account the corrective amendment b = 0.9993638048 provides a relative approximation
error 9.378%.

The graph of the relative error of the approximation (27) also corresponds to the characteristic
features of the Chebyshev approximation with interpolation at one point [1,14]: in extreme points the
relative error acquired the following values (in percent):

(0, —8.789793525), (0.6, —9.377984834), (2,9.377984912).

The Chebyshev approximation of the function y(z) by a polynomial of the second degree with
relative error and interpolation at a point U; = 0.2, obtained by the iterative scheme of Remez with
refinement of the points of alternation according to the modified Vallee-Poussin algorithm [1,14]

Py(a;x) = 0.345662893101293 + 1.8533164802921x + 0.18880620832546312, (28)

provides an approximation error 9.308%. In this case, the points of alternation of the approxima-
tion (28) coincide with the extreme points of approximation (27). The error of the polynomial approx-
imation (27) exceeds the error of the Chebyshev approximation (28) obtained by the Remez scheme
by only 0.07%

Example 2. Let us calculate the parameters of the Chebyshev approximation of the function yo(z) =
V0.1 4 2z + 323 + 2.521 4 1.752°, given at points z;, i = 0,40, where z; = 0.05i, by a polynomial of
the fourth degree with interpolation at points U; = x3 = 0.1 and Uy = x37 = 1.85.

Using the proposed method at e = 0.003 for 11 iterations (7)

0.03 a polynomial
0.024
001 Py(a;2) = 0.3523318686 + 2.0865667882 — 1.2798915742>

0 o ; e 3 +2.291027573z> — 0.4144033331z", (29)
-0.014
002 was obtained for the function ys(x). Taking into account the cor-
0031 rective amendment ag = —0.0002580665 it provides an absolute

error of approximation 0.037684.

Fig.2. Error curve of the approx- Error curve of the approximation of the function ys(z) by poly-
imation of the function ys(z) by

. o , nomial (29) is given in Fig. 2.
polynomial (29) with interpolation . -
. -~ o This error curve demonstrates the characteristic property of
at points U; = 0.1 and Uy = 1.85. : i o . .
Chebyshev approximation with interpolation at two points [1,14]:

it has four extreme points at which reaches the largest deviation modulus, the values of the modules
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of these deviations coincide within a given accuracy and the deviation sign at these points alternates
except for points adjacent to the interpolation points Uy = 0.1 and Us = 1.85:

(0,—0.0361041026), (0.5, —0.037684047), (1.25,0.037684047), (2,0.03635155). (30)
In the extreme points adjacent to the interpolation points are in the first and second extreme points,
as well as in the third and fourth extreme points, the signs of deviations coincide. The extreme
points (30) coincide with the points of alternation obtained to approximate the function y, () according
to the Remez scheme with the replacement of the points of alternation according to the modified
Vallee-Poussin algorithm [1,14]. In the first extreme and fourth extreme points (30) the value of the
approximation error is slightly smaller in modulus. To achieve a better alignment of the values of the
modules of the approximation errors at extreme points, it is possible to increase the accuracy of the
Chebyshev approximation by reducing the value ¢ in (9).
The Chebyshev approximation of the function y,(z) by a polynomial of the fourth degree with
interpolation at points U; = 0.1 and Us = 1.85 was obtained by method (7)—(8) at ¢ = 0.00004 with
an absolute error 0.037134448 with a corrective amendment ag = 0.000154495 for 65 iterations

Py(a;z) = 0.3523318686 + 2.086566788z — 1.279891574x2 + 2.291027573z> — 0.4144033331z. (31)
For the polynomial (31), the following error values were observed at the extreme points:

(0, —0.0369351072), (0.5, —0.037134448), (1.25,0.037134448), (2,0.03689639).

As the accuracy of calculating the approximation by a fourth-degree polynomial increased, the
extreme points did not change, and the values of the Chebyshev approximation error modules at these
points almost leveled off: the deviation at the fourth extreme point is less than the deviation at the
second and third points by 0.0001993408 the discrepancy between the values of deviations at extreme
points is 0.54%.

Example 3. Let us construct the Chebyshev approximation of the function z(x,y) = /1 + 22 + 32,
given at points (z;,y;), ¢ = 0,10, j = 0,10, where x; = 0.1¢, y; = 0.17, by a second-degree polynomial
with respect to variables x and y with absolute error and interpolation at the point (0.7,0.7), that is,
by reproducing the value — 21(0.7,0.7) = v/1.98.

Since the function z(x,y) and the interpolation point (0.7,0.7) are symmetric with respect to the
arguments x and y, its approximation by a polynomial the second degree with respect to variables x
and y must also be symmetric, that is for approximate the function z(z,y) it is expedient to use a
polynomial of the form

Pyo(z,y) = a+b(z+y) +c(z® +y?)

Using the proposed method at ¢ = 0.003 for 7 iterations (7),
(8) a polynomial
P o(a;x,y) = 0.9846166165 + 0.1155239943(z + y)
+0.2995600510 (y* + ) — 0.06878210928zy, (33)

was obtained for the function z(z,y). Taking into account the
corrective amendment ag = 0.0009089035 it provides an absolute ]
error of approximation of the function z(z,y) is 0.0153833835. -0010

Surface of the approximation error of the function z(x,y) by ]

047"

polynomial (33) is given in Fig. 3. 02 04 g5 gy 108"
Chebyshev approximation of the function z(z,y) by second  Fig.3. Surface of approximation
degree polynomial in the form (32) with absolute error and inter-  error of the function z(z,y) by poly-
polation at the point (0.7,0.7) at € = 0.00003 is obtained in 75  nomial (33) with absolute error and
iterations (7), (8) interpolation at the point (0.7,0.7).

Py o(a; 2, y) = 0.984430447 + 0.1160263448(y + ) + 0.2992658491 (y* + 2%) — 0.6740560715zy. (34)
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Polynomial approximation (34) reproduces the values of the function z(z,y) with an absolute error
0.015569553 taking into account the corrective amendment ag = —0.00000561295.

Let us find the Chebyshev approximation of the function z(z,y) by a polynomial of the second
degree of the form (32) with relative error and interpolation at a point (0.7,0.7). Using the proposed
method at € = 0.003 in 5 iterations (7), (17) for the function z(x,y) a polynomial

Pya(a; 2, y) = 0.9873646925 +0.1042095768 (2 + y) + 0.3066564207 (3 + 22) — 0.05623979992zy (35)

is obtained. Taking into account the corrective amendment b = 0.999359803 it provides the relative
error of the approximation function z(z,y) is 1.26%.

T

Example 4. Let us find the Chebyshev approximation of the function z3(z,y,t) = e~ given at
points (z;,y;,tr), ¢ = 0,10, j = 0,10, » = 0, 10, where x; = 0.14, y; = 0.1j, t, = 0.1r by a polynomial
of the first degree for each of the variables z, y and ¢t and a given value at a point (0,0,0), that is, by
reproducing the value 23(0,0,0) = 1.

Using the proposed method (7), (8) at € = 0.003 an approximating polynomial
Pi(a;z,y,t) = 0.9983521186 — 0.03058442607x — 0.03058437606y — 0.03058428869¢
+0.02446439166xy + 0.02446429362xt + 0.02446423364yt — 0.652122295zyt  (36)

was obtained for 22 iterations. It provides an absolute error 0.04 of approximation of the function
z3(x,y,t) with the adjusting amendment ag = —0.00164788145.

The Chebyshev approximation of the function z3(z,y,t) a polynomial of first degree from variables
x, y and ¢ with relative error and given value at the point (0,0,0) at € = 0.003 obtained in 18 iterations:

El (a;x,y,t) = 0.9985727597 — 0.05483632707z — 0.05483620694y — 0.05483570435¢
+ 0.04896204689xt + 0.04896260434xy + 0.04896191445yt — 0.6358532879xyt. (37)

The relative error of this approximation with adjusting correction b = 0.9985727594 is equal to 6.214%.

4. Discussion

The calculation of the parameters of the Chebyshev approximation of multivariable functions with the
condition is based on the construction of the boundary mean-power approximation. The least squares
method with variable weight function was used for this purpose [18,19]. The possibility of such an
approach is investigated in detail in [16]. In [17], a consistent refinement of the values of the weight
function

po(X) =1, pT(X):H|Ai(X)|27 r=12... (38)
i=1

was proposed, where Ag(X) = f(X) — Fypp-1(a; X), k = 1,7, F,, x(a; X) is approximation by least
squares method of a function f(X) with a weight function pg(X). Clarification of the values of the
weight function by formula (38) in comparison with the a-method of E.Ya.Remez [16] takes into
account the results of approximation in previous iterations.

As a result of further study of the convergence of mean-power approximation, it was proposed to
refine the values of the weight function by formula (8) [18,21]. The application of the least squares
method (7) with a variable weight function (8) provides consistent obtaining of mean-power approx-
imations F,(a; X), 7 = 0,1,..., of the function f(X). The value of the weight function at each
iteration (7) increases in proportion to the modulus of approximation error

IUT(X) = |f(X)_Fm,r(a;X)‘v (39)
which was obtained in the previous iteration.

The convergence of this method was substantiated in [18,21]. Since the point with the largest
deviation value (39) corresponds to the proportionally largest value of the weight function (8), the
application of such refinement of the weight function for iterations (7) causes a consistent decrease in
the largest error of approximation of the function f(X) on the set of points X (X € Q). Therefore, the

Mathematical Modeling and Computing, Vol.9, No. 3, pp. 757-766 (2022)



Chebyshev approximation of multivariable functions with the interpolation 765

application of the iterative procedure (7), (8), leads to a consistent reduction of the error of reproduction
of the function f(X) by approximation F,,(a; X). This justifies the convergence of iterations.

In [22,23] the convergence of the least squares method with the refinement of the weight func-
tion according to scheme (8) was confirmed when constructing the Chebyshev approximation of the
functions of many variables by a rational expression.

Given the above, we note that the authors of [24] rightly hope to improve the convergence of AAA—
Lawson algorithm using a consistent refinement of the values of the weight function by formula (8).

5. Conclusions

The parameters of the Chebyshev approximation of multivariable functions by a generalized poly-
nomial with the interpolation with the smallest absolute error are calculated according to the itera-
tion scheme (7)—(8), and with the smallest relative error according to the iteration scheme (7), (17).
The method consists in sequential construction of mean-power approximations with an interpolation
condition. The mean-power approximations are calculated using an iterative scheme based on the
least-squares method (7) with the original weight function, the values of which are formed taking into
account the results of approximation in previous iterations. It is possible to calculate the parameters of
the Chebyshev approximation of multivariable functions with the condition with the required accuracy.
Test examples confirm the sufficiently fast convergence of the proposed method when calculating the
Chebyshev approximation parameters with both absolute and relative error.
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HebuwoBcbke HabNM>xeHHA (pyHKLUIA 0araTbox 3MiHHUX 3
IHTEpPNOOBaHHAM

Maunadiseskuit 11,1, Mempaugok JI.1, Tiziop 4.2

L Inemumym npuxaadnuc npobaem mexariry i mamemamury im. . C. ITidcmpueava HAH Yrpainu,
eys. Hayxosa, 3-6, 79060, Jlveis, Yrpaina
2 Haygonanvnuti ynisepcumem “JIveiscora noaimerwira”,
eyn. Bandepu 12, 79013, Jlveis, Ykpaina

3aIrporoHOBAHO METO/T TOOYI0BY I€OUIITOBCHKOTO Hab/MKeHHs (DYHKITT Oararhox 3MiHHAX
y3arajJbHEeHUM MOJIHOMOM 3 BiITBOPEHHSM T1 3HAYMEHD YV 3aJaHIX TOUKAX. BiH IPYyHTYETHCs
Ha, TIOCJIiIOBHIi TTOOY/IOBI cepeIHbOCTEeHEBUX HADINKEHD 3 BpaxXyBaHHAM iHTEPIIOJISITi-
uol ymoBu. CepetHbOCTEIIEHEBE HAOIMKEHHST OOUUCITIOETHCS 38 ITEPAIIHHOIO CXEMOIO Ha, OC-
HOBI METOJly HaNMEHINX KBaJPAaTiB 31 3MIHHOIO BaroBow ¢yHKIien. Ommcano ajaropurm
It OOYUCIIEHHST TTapaMeTpiB IeOUITOBCHKOTO HAOJIMKEHHS 3 IHTEPIOJISIIHHOI YMOBOIO
J7s1 abcosmorHOI Ta BimnocHol moxuOku. [lomani pe3ynbraTt po3B’si3yBaHHS TECTOBUX IIPU-
KJIQJIB MATBEP/KYIOTh MBUJAKY 30i2KHICTH METOJY IIiJi Iac OOYUMCJ/IEHHS TapaMeTpiB te-
OUITIOBCHKOTO HAOIMKEHHsT TAOJIUYIHO 38/ IaHNX HellepepBHUX (DYHKIIIH O/IHi€l, TBOX i TPHOX
3MIHHUX 3 BIATBOpEHHSIM 3HAYECHHSI (DYHKINI y 3aIaHUX TOUKAX.

KntouoBi cnoBa: wuebuwoscoke HAOAUNCENHA 3 THMEPNOAAUITHOI YMOBOI0, PYHKUIL
6a2aMbOT 3MIHHUT, cepednbocmenenese HAOAUNCERHA, MEMO0 HAUMEHWUT KEaIPaMIE,
BMIHHA 8020680 PYHKUIA.
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