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Image inpainting is an important research area in image processing. Its main purpose is
to supplement missing or damaged domains of images using information from surrounding
areas. This step can be performed by using nonlinear diffusive filters requiring a resolution
of partial differential evolution equations. In this paper, we propose a filter defined by a
partial differential nonlinear evolution equation with spatial fractional derivatives. Due to
this, we were able to improve the performance obtained by known inpainting models based
on partial differential equations and extend certain existing results in image processing.
The discretization of the fractional partial differential equation of the proposed model is
carried out using the shifted Griinwald—Letnikov formula, which allows us to build stable
numerical schemes.

The comparative analysis shows that the proposed model produces an improved image
quality better or comparable to that obtained by various other efficient models known
from the literature.
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tial differential equation, nonlinear diffusion, fractional derivative.

2010 MSC: 35K55, 65M06, 68U10, 94A08, 65K05  DOI: 10.23939/mmc2022.03.536

Introduction

Inpainting technique was first appeared in the framework of digital restoration in the work of Bertalmio
et al. [1]. It consists of filling in the missing areas or modifying the damaged ones in a non-detectable
way by an observer not familiar with the original images. Digital inpainting serves a wide range of
applications, such as text removal, restoring old photos, and creating special effects such as object
disappearance from a scene.

u’ is only available outside D

i
s
o

the problem is to reconstruct the original image u in the
domain D C €, called the inpainting domain (Figure 1).
Several techniques and methods of inpainting have been

s
inpainting domain

/ k.

To scalize, let ug be a given image defined on an image domain (2,

damaged

proposed

in recent decades [2-5]. The first, and widely used approach is due
to Bertalmio, Sapiro, Caselles, and Ballester [1], their model is based
on observations about the work of museum artists, who restorate old

paintings. Their approach follows the principle of prolongating the

Fig. 1.

Inpainting domain.

incomplete part of the image. This results in solving a discrete approximation of the PDE:
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image intensity in the direction of the level lines, sets of image points
in image with constant grayvalue, arriving at the hole which is the

(1)
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which is implemented to fetch the direction of the level lines in which the intensity of the image needs to
be extended in order to fill in the gaps. Equation (1) is a transport equation for the image smoothness
modeled by Au along the level lines of the image. Here V1 u is the perpendicular gradient of the image
function u, i.e., it is equal to (_g_;j’ g—g). Their algorithm produces very impressive results, however,
usually requires several minutes for the inpainting of relatively small areas. Note that Bertalmio et
al.’s model is a third-order nonlinear partial differential equation.

Inspired by the work of Bertalmio et al. Chan and Shen proposed in [6] a new approach for the in-
painting technique whose objective is to create a model motivated by existing denoising/segmentation
methods and mathematically easier to understand and analyze. Their approach is based on the best
known image processing model, the total variation (TV) model, it results in the action of anisotropic
diffusion inside the inpainting domain, which preserves the contours while diffusing homogeneous re-
gions and small oscillations such as noise. Specifically, the corresponding steepest descent equation

reads 3 -
u . u
E = div <W> + )\E(UQ — U), (2)

and is valid on the entire domain . Where A, is the extended Lagrange multiplier A\c = A(1 — xp),
XD is the characteristic function of the inpainting domain D, and A is given by the TV denoising
scheme [6]. The TV inpainting is effective for small area that require anisotropic diffusion based on
the contrast of the isophotes, in this model the conductivity coefficient defined by g(|Vul|) = \v—lu\ and
depends on the strength of an isophote.

The Curvature diffusion model (CDD) [7] was then developed and allowed to extend that of TV by
introducing an anisotropic diffusion conductivity coefficient which depends on the curvature of level
lines. This new approach is a third order diffusion PDE, unlike for the TV model where it is second
order one. This EDP is the following

ou c(K)
— =div Vu | + AMug — u), 3
S = div (2050 ) 4 Aup — ®
where ¢ is a continuous function, which penalizes large curvatures, and encourages diffusion when the

curvature is small. Typical example for the conductivity coefficient ¢ which, in fact, have been used

Vu
[Vul J*

In recent years, fractional calculus began to shift from fundamental mathematics formulations
to applications in various domains including biology, physics and mechanics amount to replace the
classical derivatization in an evolution PDE with a fractional order derivative. In particular in the
image processing field [8-14| the nonlocal properties of fractional differential models appear to give
better results than traditional differential models. Many researchers have applied fractional calculus
different steps of image processing particularly in inpainting. In [15,16] Zhang et al. have proposed
a fractional order model to improve the inpainting’s performances. For this model the fractional
differential is

in [7], is: ¢(s) = sP, s > 0, p > 1. The curvature & is given by: x = div <

Ou
ot

—~

—1wdwa<a§§3%;J-+mﬂu—u@

(=1)>curv®u, pe€[l,2], (4)

where V¢ designate a fractional order derivative and curv® is a fractional curvature given by

D, u D, u
T — + D;‘, Y o . (5)

curv® = D n
(Dfyu+ Diute)z (Dgiu+ Dyyu+te)2

The fractional order is developed based on Griinwald—Letnikov (GL) definition.
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Bosch and Stoll develope a modified Cahn—Hilliard vector inpainting model for grayscale images
that consists of PDEs with fractional derivatives in space [17]. This model is the generalized version of
Cahn—Hilliard’s binary image inpainting method for grayscale images. It is achieved by replacing whole
order differentiation with fractional order differentiation. To better perform the inpainting results, we
propose in this article, a new version of the Perona-Malik model [18| for which we work with fractional
order derivatives with respect to space. In this new model the p-shifted Griinwald—Letnikov formula
is applied to implement the numerical scheme instead of the discrete Fourier transform (DFT) which
imposes the period boundary condition on the proposed equations. Our algorithm is easy to implement
compared to other algorithms that use discrete Fourier transform in which an m x m input image is
folded over the lines x = m — 1 and y = m — 1 to produce an image of 2m x 2m to obtain, at the
same time, symmetrical and continuous edges of the original image but the size of the extended image
requires additional memory and affects the cost and precision of the calculation.

2. Fractional derivatives

The best known definitions of the fractional derivative are Griinwald—Letnikov, Riemann—Liouville,
and Caputo, the first two are the most used in the field of image processing. The definition of
Griinwald—Letnikov is obtained from the definition of the integral power derivative, while the defi-
nitions of Riemann-Liouville and Caputo are taken from the Cauchy formula of integral order.

The left and right Griinwald-Letnikov derivatives of order a > 0 for a given function f(x), € [a, b]
are defined by

DS = fm (5 v (3w, )

Nh =0
and
N & a
auD%f@) =t () L0 ($) i @
Nh=b—z 1=0
respectively.

The left and right Riemann—Liouville derivatives with order o« > 0 of the given function f(z),
x € [a,b] are defined as

T B O C
riDg . f(2) = mdiﬂ—"/a mf(s) ds,

and

D - = | _#(s)d
RL x,bf(x) F(?’L _ Oé) dxm . (S _ x)oc-i—l—nf(s) S,

respectively, where I is the Euler’s gamma function and n is a positive integer satisfyingn—1 < a < n.

If f(x) is suitably smooth, i.e. f € C"™[a,b] the Griilnwald-Letnikov and Riemann-Liouville deriva-

tives of f(x) are equivalent but in general the two definitions are not equivalent [19].

3. Inpainting and nonlinear fractional order model

Our approach consists to extend the classical Perona—Malik model by introducing the fractional order
derivatives with respect to the spatial variables as follows,

ou o .

e Adiv (p(|VPu|)VYu) =0, in Q,

u(z,0) = up(z), Vreq, (8)

%(x,t) =0, VYzedQ, vtelo,T],
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where ug is a given (distorted) image occupying a bounded domain Q in R? (with d < 3 in most
applications) for which boundary is 9Q. @ is defined by @ = Q x [0, 7], for some given T' > 0, and v

is the external vector normal to the domain boundary. A = xp, the operators div® = Z?:l 59% and

vo — (2% 0% Nkl

=\ 0250925 025 )

For numerical approximation of spatial fractional order derivatives we can use the formula derived
from the Griinmald—Letnikov definition given by

a k
(DG f (@), , = (%) ST f(ay — in),
=0

where wga) = (—1) (OZ‘) is the polynomial coefficients of (1 — 2)®, and can be calculate by the following

recurrence formula

W@
wo ! () 1) @), 9)
Vie{l,2,...,N}, w=(1-2H)w

K3 ’l

The above approximation is a convergent approximation of order 1 for any a > 0 [19]. Nevertheless
the standard Griinwald—Letnikov formula can lead to unstable numerical schemes in the resolution of
fractional differential equations for 1 < o < 2 [19]. To avoid this inconvenient the p-shifted Griinwald—
Letnikov formula is useful for constructing stable numerical schemes.

The right shifted Griinwald—Letnikov formula is defined by

a k+p

(61D8.f @), _, ~ ()Zw fla—ih+p). (10)

This shifted Griinwald—Letnikov formula gives a first order accuracy; the best performance comes from
minimizing |p — a/2| [20,21]. If 1 < a < 2, the optimal choice is p = 1. The case of o = 2 reduces to
the second order central difference method for the second order classical derivative.

To solve numerically the proposed model (8) we treat at first the fractional order gradient.

Let u be an image with (n + 1) x (m + 1) pixels. According to (10), the discrete fractional-order
derivatives at the point (i,j) with the order « along the horizontal and the vertical direction, are
respectively

ak+p
arDSu(i, j) = < ) Zw uk:j Vi€ {0,1,2,...,m}. (11)
And

a k+p
arLDyu(i, j) = ( ) Zw u(i, k), Vie{0,1,2,...,n}. (12)

Using the above formulas and by adopting the matrix form, the discretization of the fractional order

gradient vector with « order is given, respectively for 7 =0,1,2,...,m and for i =0,1,2,...,n by
aa
85[7‘1 uO’] uo,j
8(1
oxr< ul?] ul,‘]
8&
Erc u2,5 o Uu2,j
1
= <E BW | usj (13)
0% :
9ra Un—2,j
6@
aZBa un—l,_] un_17]
aa
oza Un,j Un,j
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6@
Dy Ui,0 ;.0
aa
Dy Ug,1 Ui 1
8&
6ya ui,2 . ui,2
1
«a
= <E Bm ulyg 5 (14)
aa
gy Wi;m—2
6&
Wui,m—l Ui m—1
8&
Wui,m ui,m

where w; ; = u(i, j) for (4,7) € {0,1,2,...,n} x{0,1,2,...,m},

wy¥  wg 0 0 0 0
(07 (e} (07
ws Wy wp 0 0 0
wg  ws w¥  wg 0 0
(o) _ . . . .
BW = | . Ce
(7 o (7 o o
Wp—g Wp_3 wy  wi owg 0
o (e} (e} (e} (e} (07
Wn—1 Wp_9 Wy_3 o Wy W Wy
(7 o o (7 o (7
Wy  Wpo1 Wp_g Wp_3 "0 Wy Wi
and
w wg 0 0 0 0
ws wi wg' 0 0 0
wg wy wi wg 0 0
() . . .
B = .
o o (7 (7 (7
Wm—2 Wn—3 Wy wi Wy 0
(e} (e} (e} (07 (07 (e}
Wm—1 Wm—2 Wp-3 7 Wy Wy Wy
(e} (e} (07 (07 (e}
W W1 W2 Wy 3 Wy Wi

We discretize the scaling interval [0,7]. Choosing N € N we obtain the length of uniform discrete
scale step At = % The nonlinear terms of the equation are treated from the previous scale step while
the linear terms are considered on the current scale level.

For every k =1,..., N, we look for a function u*, a solution of the equation
e P I 15
e i (Ve )V = 0. (15)

4. Numerical experiments and interpretation

In this section, we show typical digital examples and applications of the model to retouching an old
image, removing text from an image, restoring damaged regions in an image as well as to the special
effect which consists of removing an object from a scene.

The performance of the proposed model will be compared to several well know inpainting models [6,
7,16].

The discrete scaling step is selected to be At = 1.E — 2 for the four models. We set the nonlinear
diffusion coefficient p(s) = 1/v/1+ s2. The values of the fractional order are taken with the range
a €]1,2].

All testing problems were implemented using Matlab 2018a on Intel(R) Core(TM) i5 at 1.8GHz,

6 GB memory, system type 64-bit and Windows 10.
Four performance metrics are considered here to evaluate the performance of restored image; peak

signal to noise ratio (PSNR), signal to noise ratio (SNR), mean-squared error (MSE) and structural
similarity index measure (SSIM).
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The mean-squared error (MSE) between two images I; and s is:

: > (Ii(n,m) = Ix(n,m))?, (16)

noxX m i
n and m are the number of rows and columns in the input images, respectively,
> 13
> nm (I — 12)27

MSE =

SNR =10 x ].Oglo

(17)

I, restored image and [ original image,
2

logyo NSE’
R is the maximum fluctuation in the input image data type. For example, if the input image has a
double-precision floating-point data type, then R is 1. If it has an 8-bit unsigned integer data type, R
is 255, etc.

The Structural Similarity Index Measure (SSIM) is used for measuring the similarity between two
images,

PSNR = 10 x (18)

2pppy +C1 " 20,y +C2
p2+p2+C1° o2 +02+C2
where fiz, pty, 04, 0y, and o,y are the means, standard deviations, and cross-covariance for images x,
y. C1 and C2 denote constants used to maintain stability.

Figures 2-6 show the comparison results of inpainting images between the proposed model and the
previously mentioned baseline methods.

SSIM =

(19)

d e

Fig. 2. Comparison of inpainting models for damaged image of parrot. (a) Clean image (650 x 420). (b) Dam-

aged image. (¢) Processed by the proposed model with o = 1.8, PSNR = 32.22, SNR = 22.43, MSE = 62.25,

SSIM = 0.942. (d) processed by Chan and Shen model, PSNR = 29.51, SNR = 19.85, MSE = 86.31,

SSIM = 0.868. (e) Processed by CDD model, PSNR = 30.62, SNR = 20.04, MSE = 77.52, SSIM = 0.901.
(fe) Processed by Zhang model, PSNR = 30.62, SNR = 20.38, MSE = 74.28, SSIM = 0.903.

Figure 2 shows an parrot image with the region to be inpaint. Notice that the inpainting region after
applying the proposed model is filled effectively and contours are well reconstructed and recovered.
The results were compared with other popular methods in the literature, the measures of proposed
inpainting technique achieve the highest values.
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In Tables 1-3 we show numerical results obtained with various values of fractional order oo. We can
observe than the PSNR and SNR reaches a maximum at o = 1.8.

Table1. The effect of the parameter @ on PSNR,
SNR, MSE and SSIM for parrot image.

a | PSNR | SNR | MSE | SSIM
1.2 | 2793 | 19.87 | 102.85 | 0.813
1.4 | 29.76 | 21.03 | 97.42 | 0.878
1.6 | 30.51 | 21.75 | 81.13 | 0.913
1.7 | 31.93 | 22.02 | 68.57 | 0.931
1.8 | 32.22 | 22.43 | 62.25 | 0.942
19| 31.85 | 21.84 | 71.14 | 0.914

2 | 28.73 | 19.71 | 101.51 | 0.807

d

Table 2. The effect of the parameter @ on PSNR,
SNR, MSE and SSIM for canyon image.

a | PSNR | SNR | MSE | SSIM

1.2] 28.93 | 26.98 | 39.48 | 0.897

1.4 | 30.82 | 28.12 | 31.57 | 0.97

1.6 | 32.34 | 29.83 | 29.9 | 0.981

1.7 33.95 | 31.01 | 27.75 | 0.987

1.8 | 34.86 | 31.97 | 21.21 | 0.99

1.9 | 32.74 | 30.82 | 28.07 | 0.985

2 | 30.13 | 28.63 | 33.01 | 0.961

Table 3. The effect of the parameter & on PSNR,
SNR, MSE and SSIM for Sherlock image.

a | PSNR | SNR | MSE | SSIM
1.2 | 40.85 | 38.8 | 13.02 | 0.97
14| 43.1 | 40.75 | 10.48 | 0.981
1.6 | 44.76 | 42.04 | 891 | 0.987
1.7 | 46.68 | 44.13 | 6.77 | 0.998
1.8 | 47.56 | 44.67 | 5.13 | 0.9984
1.9 | 47.02 | 4411 | 6.38 | 0.997

2 | 45.62 | 41.95 | 9.57 | 0.989

e

f

Fig. 3. Results for text removing corresponding to the canyon image. (a) Clean image (1536 x 2048). (b) Image
with overlaid text, PSNR = 19.7, SNR = 16.81, MSE = 696.17, SSIM = 0.847. (¢) Processed by the proposed
model with @ = 1.8, PSNR = 34.86, SNR = 31.97, MSE = 21.21, SSIM = 0.99. (d) By Chan and Shen
model, PSNR = 33.41, SNR = 30.73, MSE = 24.58, SSIM = 0.97. (e) Processed by CDD model model,
PSNR = 33.53, SNR = 30.82, MSE = 22.72, SSIM = 0.972. (f) Processed by Zhang model, PSNR = 33.72,
SNR = 30.9, MSE = 22.89, SSIM = 0.98.
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Fig. 4. Repairing results corresponding to the Sherlock image. (a) Clean image (560 x 420). (b) Image with

hand text, PSNR = 19.96, SNR = 17.07, MSE = 656.19, SSIM = 0.867. (c) Processed by the proposed

model with @ = 1.8, PSNR = 47.56, SNR = 44.67, MSE = 5.13, SSIM = 0.9984. (d) By Chan and Shen

model, PSNR = 44.37, SNR = 41.92, MSE = 10.47, SSIM = 0.989. (e) Processed by CDD model model,

PSNR = 45.53, SNR = 42.68, MSE = 9.48, SSIM = 0.992. (f) Processed by Zhang model, PSNR = 46.02,
SNR = 43.16, MSE = 7.09, SSIM = 0.997.

d e

Fig.5. Restoration of an old image. (a) Old image (691 x 928). (b) Processed by the proposed model with
a = 1.8. (¢) Processed by Chan and Shen model. (d) Processed by CDD model model. (e) Processed by
Zhang model.
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The Proposed technique is used to remove text and handwritten from an image as shown in Fig-
ures 3 and 4. It provides an effective restoration of the degraded image, completing successfully the
missing zones. It also preserves the image details. The fractional order « is considered for optimal re-
construction result & = 1.8. Our model has a good performance in visual quality, a lower mean square
error (MSE), a higher value of peak signal-to-noise (PSNR) as well as for the rate of the signal-to-noise
(SNR), and a better measure of the structural similarity index measure (SSIM) compared to those
obtained by the previously mentioned baseline methods.

Figure 5 shows an old image and its reconstruction. In this case the qualitative assessment of the
completed images is easily measured by the human perception because we do not have the reference
image with which we can quantitatively compare the inpainted results.

Finally, Figure 6 shows an object (microphone) disappearance from a scene, also in this case we
do not have the reference image. For this reason, comparative results are placed side-by-side for our
readers’ judgement.

Fig. 6. Object disappearance from a scene. (a) Original image (218 x290). (b) Processed by the proposed model
with @ = 1.8. (¢) Processed by Chan and Shen model. (d) Processed by CDD model model. (e) Processed by
Zhang model.

5. Conclusion

In this work, we propose a fractional order nonlinear model for image inpainting in which the integer
order spatial derivative in the classical Perona—Malik model is replaced by a fractional order spatial
derivative. This new version has shown an improvement in the inpainting capacity compared to
the inpainting models already existing in the literature. Indeed, the interpretation of the numerical
simulations allows us to note that our model presents a good performance in visual quality, a lower
mean square error (MSE), higher values of peak signal-to-noise (PSNR) and of signal-to-noise ratio
(SNR), as well as a better measure of the structural similarity index measure (SSIM) compared to
results obtained by other models considered.
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HeniHiliHe pIBHAHHA B 4aCTUHHUX NoOXiaHUX Anst 3acpapboByBaHHS
300pa>keHb

I'yacuyan O.52, Myccainx H.', Byxena C.2, Ka6mi K.2

L Vnieepcumem Xacana II Kacabaansu, daxysvmem nayx i mexnonoeiti Moxammedia,
Jlabopamopis mamemamuru, tnpopmamuru ma dodamxie (LMCSA), Moxammedia, Mapoxxro
2 Vuisepcumem Xacana II Kacabaarku, darysvmem nayk Atin- Jox,
Jlabopamopis modearosarms, aranizy, xowmpoaro ma cmamucmuku (MACS), Kacabaanka, Mapoxko

SadapboByBaHHs 300pakKeHb € BAXKJIMBUM HAIIPSIMKOM JOCJII?KEHb B 00pOOIIi 300parkKeHb.
Moro ocHOBHA MeTa, — JOMOBHUTH BijcyTHI a60 MOMKOIKeH] 06/1acTi 306paskeHb, BHKOPHC-
TOByIOUM iH(pOpPMAaIio 3 HABKOJUIIHIX obsacreit. Ieit Kpok Moxke OyTr BUKOHAHUI, BUKO-
pucroByoun HeriHiitHI audys3iiiai LIbTPH, SKi BUMAraTh O3B’ si3yBaHHs JU(epPEHITia b-
HUX €BOJIIOMITHUX PIBHAHDb y YACTUHHUX MOXimHUX. Y Mi#ff poboTi IpomoHyeThesa MiabTp,
AKUI BU3HAYAETHCS HEJIHINHUM €BOJIIOIINHIM PIBHAHHAM Yy YaCTUHHUX IOXIJHUX i3 JpO-
GOBUME ITPOCTOPOBUMU MTOXITHUMHA. 3aBJISIKU [TIHOMY BIAJI0CS TOKPAIIUTH POy KTUBHICTD
BimoMmux Mmoesneii 3achapboByBaHHS, siKi 0a3yIOThCAd Ha AUMEPEHIAJIbHIX DIBHIHHSX ¥
JaCTUHHUX TOX1THUX, i PO3IMIUPUATH JesKi iCHy04il pe3yabraru B 00pobii 300parkens. Jluc-
KpeTusailis Jpo0oBoro JudepeHIiaabHOro piBHIHHA Y YACTUHHUX IOXiTHUX ITPOIIOHOBA~
HOI MOJIeJTi 3MHCHIOEThCS 32 TOITOMOTOI0 3MireHol ¢hopmyin I'pionBasibia—/leTHikoBa, 1110
JI03BOJIsIE OY/IyBaTH CTiMKi ducesbni cxemu. [lopiBHANIBHMI aHAI3 TOKA3YE, IO 3aIIPOIIO-
HOBaHA MOJIEJb 3a0€e3Iedye MOKPAIEHy SAKICTh 300parkKeHHs, siKicHINTy abo crmiBMipHY 3
SIKICTIO, OTPUMAHOIO Ha OCHOBI IHIMUX e(PeKTUBHUX MOJesel, BiqoMux B jiTepaTypi.

Kntouosi cnosa: o6pobka 306pasicens, sagapbosysanms 300pasicers, dpobose “UCAEH-
M, OUPEPEHUTANLHE PIBHAHKA 68 YACTNUHHUL NOTIORUT dpob068020 NOPAIKY, HEATHITHG Ou-
Pysis, dpobosa NoxioHa.
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