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The aim of this work is to propose a new method for optimal contrast enhancement
of a medical image. The main idea is to improve the Divide-and-Conquer method to
enhance the contrast, and highlight the information and details of the image, based on
a new conception of the Neural Network algorithm. The Divide-and-Conquer technique
is a suitable method for contrast enhancement with an efficiency that directly depends
on the choice of weights in the decomposition subspaces. A new hybrid algorithm was
used for the optimal selection of weights, considering the optimization of the enhancement
measure (EME). To evaluate the proposed model’s effectiveness, experimental results were
presented showing that the proposed hybrid technique is robustly effective and produces
clear and high contrast images.
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1. Introduction

Image processing is an interesting branch of applied mathematics and computer science in wide range
of real applications. Image processing refers to the process of modifying or interpreting existing images.
In other words, it is the process of enhancing and transforming images through a set of techniques to
improve their content, quality and render them more suitable for quantitative analysis [1–3]. Image
processing requires the use of digital and medical images instead of classical optical images (as perceived
by eyes) [4].

Images processing software works on encrypted data contained in the image, modifies these data
which are then used to build a second “transformed” image that can be visualized. The digital represen-
tation of images [5] allows to combine images obtained under different modes of macro or microscopic,
representing a spatial organization (3D) from a set of successive shots (2D), archiving images and
transfer them through computer networks.

The present work gives an overview of the state of the art, and describes the main areas where image
processing techniques are used in the medical field. Medical image processing is a multidisciplinary and
highly complex field that involves many scientific disciplines ranging from mathematics, and computer
science to physics and medicine [6]. It focuses on the development of problem-specific approaches to
the enhancement of raw medical image data, through selective visualization and subsequent analysis.
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Numerous concepts and approaches are used to structure the field of medical image processing,
focusing on different aspects of its core areas. Among them, one can cite the following three approaches:

• Image formation:
The first integral step is the acquisition of raw image data, it contains the original information on
the captured physical quantities, describing the body’s internal aspects. Such information becomes
the main subject of all subsequent image processing steps [7–10].
Various types of imaging modalities may use different physical principles and may therefore involve
the detection of different physical quantities. These include: the energy of incident photons in
computed tomography (CT) or digital radiography (DR), the energy of photons and their detec-
tion time in positron emission tomography (PET), parameters of a X-ray signal emitted by excited
atoms in magnetic resonance imaging (MRI), and parameters of acoustic echoes in Ultrasonography.
Whichever the type of imaging modality, the data acquisition process can be further subdivided
into detection of a physical quantity, conversion, preconditioning, and digitization of acquired raw
data.
The second step is image reconstruction [11]. It is a mathematical process used to form an im-
age from the acquired raw data. In multi-dimensional imaging, the image reconstruction process
involves combining multiple data sets captured from different angles or at different time steps.
This process deals with inverse problems, which are a fundamental topic in this field, by applying
analytical and iterative algorithms [12, 13]. The latter are efficient and elegant both in terms of
required processing power and computation time.

• Image Computing is an interdisciplinary field that lies at the intersection of computer science, as
well as information engineering, electrical engineering, physics, mathematics and medicine [14]. It
develops computational and mathematical methods to solve problems arising from medical images,
and their use in biomedical research and clinical care. The main objective of image computing is
to extract clinically relevant information or knowledge from medical images. Their methods can be
classified into several major categories: image enhancement, analysis and visualization of imaging
results.
Image enhancement is used to improve the image’s transform representation to improve the in-
terpretability of information contained in an image. Its methods can be subdivided into spatial
domain technique [15,16], which operates directly on the pixels of the image, it is especially conve-
nient for contrast optimization. The second method is the frequency domain technique [17], which
uses the frequency transform, and is more suitable for refining and smoothening images through
the application of different types of filters.
Image analysis is the main core process of image computing. It consists of processing an image
into fundamental components to extract meaningful information. Image analysis typically includes
tasks such as pattern finding, edge detection, noise removal, object counting, and statistical anal-
ysis of texture recognition or image quality [18].
The visualization process consists of converting (rendering) the pixels/voxels of an image into a
2D/3D graphic representation. The accurate visualization of 3D images is essential as a first step in
image analysis and processing, especially when trying to understand complex structures in medical
or industrial applications [19, 20]. It aims at rendering image data to visualize anatomical and
physiological image information in a specific form over specified dimensions.

• The last approach in medical image processing, is the management of the acquired information. In
recent years, the management of medical images has become increasingly complex as the data are
produced using equipment with digital techniques. Image management covers all the techniques
used to store, communicate, transmit, archive and access (retrieve) image data efficiently [21, 22].
For instance, a single grayscale radiograph in its original state may necessitate a storage capacity
of several megabytes, for which compression techniques are applied.

The major benefit of medical image processing is its ability to provide in-depth, but non-invasive,
visualization and exploration of the inner anatomy. It enables creating and studying 3D models of the
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anatomies of interest for improving patient treatment outcomes, developing improved drug delivery
systems and medical devices, as well as providing a more informed diagnosis. It has become one of the
main tools used for medical advances in recent years.

As mentioned above, noise reduction and contrast enhancement are two most common and signifi-
cant techniques used to improve the quality of medical images.

In recent years, image enhancement have been the subject of numerous studies. Many successful
image enhancement techniques have been developed which can be classified mainly in the following
main categories:

• Retinex-based algorithms have received an increasing interest of scientists. The retinex theory was
proposed firstly by [23, 24] to model the image process of the human visual system. This theory
assumes that an image can be decomposed into illumination and reflectance. In other words, the
scene in the human eye is the product of reflectance and illumination [25]. Retinex-based algorithms
aim to compute both image components simultaneously, with different illumination regularization
constraints [26, 27]. Most retinex-based enhancement algorithms use a variety of methods to esti-
mate the illumination, and then remove it to obtain the reflectance of the enhanced image. The
details and textures of the image can be improved by removing the illumination. However, the
resulting enhanced images look overloaded and unnatural, as they do not match the human vision
system.
The Retinex multi-scale algorithm with color restoration utilizes Gaussian filtering for estimating
and removing illumination, and improving image contrast as well as color consistency. However,
methods based on Retinex theory tend to suffer from graying in uniform scenes and lack of effec-
tiveness in unnatural images.

• Unsharp masking technique is a classical tool used to enhance the sharpness of an image [28, 29].
The classical linear unsharp masking (UM) technique is often used to significantly improve the
visual appearance of an image, focusing on its high frequency components to enhance its edges
and detail information. Although the unsharp masking method is easy to implement and functions
well in many applications. It suffers from two major drawbacks. The first one is the presence
of the linear high-pass filter, rendering the system extremely sensitive to noise. This results in
noticeable and undesirable distortions, especially in uniform image areas which are even slightly
noisy. Secondly, it enhances areas of high contrast, considerably more than areas that do not have
high image dynamics. Consequently, some unpleasant overshooting artifacts can appear in the
resulting image.

• Histogram equalization is an image processing technique used to adjust the contrast of an image
through its histogram [30]. This contrast enhancement technique is widely used due to its high
efficiency and simplicity. It is one of the most sophisticated methods used to modify the dynamic
range, as well as an image’s contrast by altering the image, in such a way that its intensity histogram
has the desired shape. This technique can be classified into two main categories according to the
transformation function used.
— Global histogram equalization (GHE) [31], is an extremely simple and fast technique, though

its contrast enhancement power is low. Such technique has been extensively applied when
image enhancement is needed, as in medical image processing, radar image processing, texture
synthesis, and speech recognition. In GHE, the histogram of the entire input image is used to
compute the histogram transformation function. Thereby, an image’s histogram dynamic range
is flattened and stretched. Thus, the global contrast is improved.

— Local histogram equalization (LHE) [32] can be more effective at improving overall contrast. It
is suitable for processing local features, but suffers from halo or blocking artifacts. However,
the LHE technique requires high computational power.

• The Divide-and-Conquer strategy is an enhancement method, it tends to neglect the difference
between the low frequency and high-frequency components of the image. These components can
not be effectively used for image enhancement. A divide-and-conquer algorithm decomposes the
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original problem recursively into two or more sub-problems of either the same or related types,
making them easy enough to be solved directly. Alternatively, the solutions to the sub-problems
are subsequently combined to form one solution to the original problem. In particular, Divide-and-
Conquer algorithm was applied to achieve cellular automata [33], parallel computers [34] and image
enhancement [35]. A new method of image enhancement has therefore been developed, which uses
the Divide-and-Conquer strategy.
Firstly, a series of effective linear filters which decompose the observed image into four subspaces
are designed. After that, the image contrast enhancement operation on each of these subspace
images is applied using the weighted gamma correction method. Then, the result of enhancement
of each subspace image is obtained through the gradient distribution specification, which is the best
for image naturalization. Thereafter, the entire image is then reconstructed through the fusion of
these enhanced subspace images with different balancing weights. Experimental simulations show
that the high-frequency information of the image can be estimated with more accuracy under the
proposed framework, leading to more finely structured enhancement for better visual image quality.
In both naturalization and detail promotion, the proposed method outperforms other state-of-the-
art methods.
The main problem of this technique is the choice of weights. The objective of this paper is to
propose an original algorithm to compute the optimal weights, through the introduction of a meta-
heuristic optimization method of a well-defined cost function, based on the computation of image
enhancement at each iteration [36, 37].

• Partial differential equation methods applied to digital and medical image processing, have repre-
sented a significant direction in applied mathematics over the last decades. New challenges persist
in the study of digital and medical image processing, based on partial differential equation methods.
In the last few years, the partial differential equations approach has received a tremendous in-
terest from many researchers. This is due mainly to the mathematical formulation which frames
any approach based on partial differential equations (PDE), as well as the good justification and
interpretation of the obtained results, applying these traditional and heuristic methods in image
processing [38].
Such method exhibits better performance compared to common image processing methods, and
new ideas were never considered in traditional image processing, including affine invariant feature
extraction, image structure and texture decomposition, etc. Partial differential equation method is
aimed at establishing the mathematical model of a partial differential equation, and then evolving
the image according to the partial differential equation, and finally achieving the required effect.
This method of image enhancement is beyond the reach of traditional methods.
The Gray-Scott model is one of the most well-known and widely used mathematical models in image
processing [39]. The Gray-Scott model provides a simple system inspired by the study of chemical
processes. This model is a reaction-diffusion model which uses two generic chemical species U
and V . The concentration of these species at a given point in space is denoted by u(t) and v(t),
which represent respectively the activator and the inhibitor concentration. The Gray-Scott model
is described by a pair of ordinary differential equations evolving in time, given as follows





du

dt
= −uv2 +A(1 − u),

dv

dt
= uv2 − (A+ k)v,

u(0) = u0, v(0) = v0,

(1)

where A is the feed rate, k denotes a parameter that controls the kill rate and u0 refers to the
initial image. This system was applied by [40] for patterns formation. More recently, this model
has been used by [41] to improve the contrast of an image.
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The following paragraph shows an improvement of the divide-and-conquer technique by using the
Gray–Scott model on each subspace instead of the approach proposed by [35]. Despite this, the choice
of balancing weights remains a major drawback. In order to determine the optimal balancing weights,
the use of the proposed hybridization method of Divide-and-Conquer technique, and Neural Network
algorithm represents one of the most effective methods to improve the resulting image contrast, whence
the originality of the present work.

To improve the efficiency of image enhancement, a cost function defined with respect to the bal-
ancing weights, is introduced. This cost function is optimized using the improved Neural Network
Algorithm (NNA). In Section 2, a modified version of the Divide-and-Conquer method together with
the meta-heuristic optimization method Neural Network algorithm, are presented. The third section
is devoted to the general presentation of the hybrid model which is used to improve the medical image
contrast, based on the modified Divide-and-Conquer strategy with an updated version of the Neu-
ral Network Algorithm (NNA). In Section 4, the experimental results and performance analysis are
presented, and the conclusion is given in Section 5.

2. Background and materials

This study presents a new algorithm based on the hybridization of the Divide-and-Conquer strategy and
Neural Network algorithm, called the Divide-and-Conquer with Neural Network algorithm (DCNNA).
The remainder of this section is concerned with a full description of Divide-and-Conquer strategy and
NNA.

2.1. Divide-and-Conquer technique

An alternative way to increase the contrast in a digital image is the Divide-and-Conquer strategy [42,
43]. Previous literatures on the decomposition models [44, 45] had shown the difference between low-
frequency (cartoon) and high-frequency (edges and texture) components of an image; the smoothing
areas represent low-frequency portions, while edges and details are contained in high-frequency parts.
Afterword, each component will be implemented separately. To this end, an observed image U is
decomposed into different low and high-frequency, using the convolution of U with a predefined linear
filter hi:

Ui = U ⊗ hi for i = 1, 2, 3, 4, (2)

where h3 = [−1, 1] and h4 = [−1, 1]T are two high-frequency filters and the symbol ⊗ is the two-
dimensional convolution operator. The sub-images U3 and U4 contain the high-frequency component
of the entire image U whereas, U1 and U2 form regions with low-frequency. Then, we define frequency
responses H1 and H2 of low-frequency filters h1 and h2 as follows:

H1 = I −H3, H2 = I −H4. (3)

Where H3 and H4 are respectively the Fourier transform of h3 and h4. I is a matrix where each of its
elements is equal to one.

Once the decomposition process of the image U is obtained, the Gray-Scott model (1) is applied
to naturalize each observed subspace image Ui separately to get the image U iGS , then the enhanced
subspace image Ui is reconstructed from a linear remapping approximation:

Udc =

4∑

i=1

wiU
i
GS , (4)

where {wi}4i=1 are the weights of balancing different sub-images. The algorithm that allows us to
generate the new image is given below:
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Algorithm 1 Outline of Modified Divide-and-Conquer method (MDC)

1: Input: Observed image U , complete filters {hi}4i=1, balancing weights {wi}4i=1.
2: Generate observed subspaces {Hi}4i=1 via (3).

3: Obtain enhanced subspaces
{
U iGS

}4
i=1

via (1).

4: Output: Final image Udc =
∑4

i=1 wiU
i
GS .

2.2. Description of Neural Network Algorithm (NNA)

In this work, a novel meta-heuristic optimization method, called Neural Network Algorithm (NNA), is
used. This algorithm had been proposed by A. Sadollah et al. [46], and inspired by biological nervous
system and Artificial Neural Networks (ANNs).

2.3. Artificial Neural Networks

An Artificial Neural Network is a hardware and\or software computing system with functioning based
on the human Brain’s neurons.

Artificial Neural Networks are a variety of deep learning technology, being a part of the machine
learning subcategory of artificial intelligence.

Definition 1. An artificial neuron is a biological element like a biological neuron, which receives
input signal from environment as an input vector x and sends it as output in environment.

Neural network is a mesh of numerous neurons arranged in layers. The neurons “K” of a single
layer are all connected to the inputs “R”. In such case, the layer is considered as entirely connected.
Figure 1 is an example of a network of R-input and K-neurons.

R entries K neurones

Fig. 1. Layer with K neurons.

Where

• The output al, l = 1, . . . ,K of the integrator
is obtained by applying the propagation rule

al =

R∑

j=1

wljxj(t) + θl. (5)

• wlj, (l, j) ∈ 1, . . . ,K×1, . . . , R is the weight
between the output neuron l and an input
j. Its vector w = [w1,1, w1,2, w1,3, . . . , w1,R]T

represents the vector of synaptic weight of
the neuron [47, 48].

• θl, l = 1, . . . ,K is the activation bias or
threshold of the neuron which is denoted by
wl,0 for l = 1, . . . ,K (see Figure 1).

• xj(t), j = 1, . . . , R the input data at time t.

The activation level a = [a1, a2, . . . , aK ]T is
transformed by a transfer function f also called
activation function that produces the output “y”
of the neuron.

• f is the activation function. Activation functions are a critical part of the design of a neural
network. Many types of such functions exist, in particular, the most commonly used
— linear,
— sigmoid,
— hyperbolic tangents.
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• yl, l = 1, . . . ,K, the output of neuron i is given by

yl = f(al) = f




R∑

j=1

wljxj(t) + θl


 . (6)

Finally, the Artificial Neural Network output is defined by the following sense

y =

K∑

l=1

wlf




R∑

j=1

wljxj(t) + θl


+ θ. (7)

We define the function h as

h(x) =
K∑

l=1

wlf




R∑

j=1

wljxj(t) + θl


+ θ. (8)

Then the problem to optimize becomes
min
x∈D

h(x). (9)

The Artificial Neurons Network is formed by generating data in the field of pattern solutions denoted
by D. We reformulate the problem using the equation (9). Once the problem is rewritten, another
solution can be used to solve it.

2.4. Neural Network Algorithm (NNA)

The concept of Artificial Neural Networks and the biological nervous system, have been used to develop
a modern meta-heuristic optimization algorithm to optimally solve problems, known as the Neural Net-
work Algorithm (NNA) [46]. One of the key features of the proposed NNA is its ability to incorporate
the framework, and the definition of ANNs to build new candidate solutions, and use the other ANN
operators for its search strategy. The NNA uses the dynamic nature of ANNs and their mechanism for
generating new solutions in the search domain.

Similarly to the other meta-heuristic algorithms, the NNA starts with an initial population called
the population of pattern solutions. Based on Artificial Neural Networks (ANNs), the target data is
considered as the best obtained solution (i.e., the time-optimal solution) at each iteration in the NNA.
The main objective of the NNA consists in reducing the error between the target data, and the other
predicted pattern solutions (i.e., moving the other predicted patterns to the target solution).

Indeed, the NNA is designed to minimize the problem (i.e., reducing the error between the target
and the predicted solutions). It is worth noting that this target solution was revised at each iteration.
The different steps of the algorithm (NNA) are given below.

2.4.1. Generating initial population

The NNA is a population-based algorithm. Basically, it starts with an initial population of randomly
generated solutions in the search space. Each individual or search agent in the population is called
a pattern solution (i.e., in the GA, it is called a chromosome). Every pattern solution is a vector of
1×D representing the input data of the NNA. Pattern Solutionl = [xl1, x

l
2, . . . , x

l
D], where l varies from

1, . . . , N and

xlj = LBj + rand (UBj − LBj) , l = 1, 2, . . . , N, j = 1, 2, . . . ,D, (10)

in which LB and UB are the minimum and maximum limits of variables, respectively.
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Initially, the solution pattern matrix X with size N ×D is randomly generated; between the lower
and upper bounds of the search space, where N is the generation number and D is the number of
variables. The pattern solutions can be mathematically symbolized as follows:

X =




x11 x12 x13 x14 x15 x16 x17 x18 . . . x1D
x21 x22 x23 x24 x25 x26 x27 x28 . . . x2D
...

...
...

...
...

...
...

...
. . .

...
xN1 xN2 xN3 xN4 xN5 xN6 xN7 xN8 . . . xND


 (11)

2.4.2. Weight matrix

Once the target solution is defined from the other pattern solutions, the target weight (W Target, the
weight corresponding to the target solution) needs to be selected from the weight population. In
ANNs, the initial weights are random numbers to be updated as the number of iterations increase
according to the network’s calculated error. For the NNA, the initial weights are a square matrix of
size N ×N , generating uniform distributed random numbers between 0 and 1 during iterations. The
weight population array is given as

W (t) = [W1,W2, · · · ,WN ] =




w11 · · · wl1 · · · wN1

w12 · · · wl2 · · · wN2
...

...
...

. . .
...

w1N · · · wlN · · · wNN


 . (12)

An additional constraint is imposed on the weight values. However, the sum of the weights for a
pattern solution must not exceed one, which is defined mathematically as follows: W must respect the
following constraints

N∑

j=1

wlj(t) = 1, l = 1, . . . , N, (13)

wlj(t) ∈ U(0, 1), l, j = 1, . . . , N. (14)

2.4.3. Pattern solution and weights update

Let X(t) and W (t) represent the population of pattern solutions and the weight of the matrix, respec-
tively at iteration index t. Their values at iteration t+ 1 are given for all l = 1, . . . , N by

Xl(t+ 1) = Xl(t) +

N∑

j=1

wjl(t) ×Xl(t). (15)

Once the new pattern solutions are created from the previous pattern population, based on the best
weight value called the “target weight”, the weight matrix needs to be updated as well. The following
equations propose an updated weight matrix equation:

Wl(t+ 1) = Wl(t) + 2 × rand ×
(
W Target(t) −Wl(t)

)
. (16)

W should always satisfy the constraints Eq. (13) and Eq. (14) during the optimization process.

2.4.4. Bias operator

The bias operator is applied to prevent the algorithm from premature convergence (specially in the
early iterations). In the NNA, the bias operator is used for good exploration of the search space
(exploration process). This operator is similar to the mutation operator in the Genetic Algorithm
(GA). As a result, a certain percentage of the pattern solutions in the new population of pattern
solutions, and the updated weight matrix is modified using the bias operator.
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The modification factor β is used to determine the percentage of the pattern solutions that should
be modified using the bias operator. The initial value of β is set to 1 that means there is a 100%
chance for modifying all the individuals in the population. The modification factor value is reduced
adaptively at each iteration using the following recurrence formula

{
β(1) = 1,

β(t + 1) = 0.999 × β(t), t = 1, . . . ,MaxIteration.
(17)

In the NNA, the bias operator is made up of two parts: Population Bias and Weight Matrix Bias. For
population bias, a random number is produced firstly according to the following equation:

NP = Round(D × β). (18)

Then the bias operator can be described as follows:

Xj = LB + rand(UB − LB), j = 1, 2, . . . , NP . (19)

Also, a random number is generated to detect the number of weights that must be updated as follows,

Nw = Round(N × β). (20)

Thus the weight matrix bias is defined as

Wj = d, j = 1, 2, . . . , Nw, (21)

where d is a random variable between 0 and 1.

2.4.5. Transfer function operator

In the NNA, we apply the transfer function operator to show the exploitation manner of the algorithm.
This operator transfers the new pattern solutions from their original positions in the search space to
new positions, in order to decrease the gap between them and the best solution (target solution). The
transfer function operator (TF) is represented by the following equation

{
X∗
l (t+ 1) = TF (Xl(t + 1))

= Xl(t+ 1) + 2 × rand ×
(
XTarget(t) −Xl(t+ 1)

)
, l = 1, . . . , N.

(22)

To summarize, the entire procedure of the NNA is illustrated in the figure below (Figure 2) and Algo-
rithm1.

Stopping
Condition Is
Satisfied?

No No

Yes

Report the Target Solution

Yes

Update X
Target

Update W
Target

W
Update

X
Update

W
X

New

X
Pattern

X

X

X

1

2

N

Cost( )<Cost( )X X* Cost( )X*

X*TF

Target

Bias W Bias Xrand<b

rand>b

Fig. 2. Processes of the NNA [46].
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Algorithm 2 Pseudo code of Neural Network Algorithm (NNA)

1: Initialize the weight matrix and the population including N solutions.
2: Calculate the fitness value of each solution and then set the target solution XTarget and the target

weight W Target.
3: Repeat.
4: Generate the new population X(t + 1) via Eq. (15) and update the new weight matrix W (t + 1)

via Eq. (16).
5: for each individual l ∈ {1, . . . , N}
6: if rand 6 β(t)
7: Perform bias operator for updating the new pattern solution Xl(t + 1) by Eqs. (18)–(19), and the

weight Wl(t+ 1) by Eqs. (20)–(21)
8: else.
9: Perform the transfer function operator for updating the solution Xl(t + 1) via Eq. (22)

10: end if
11: end for
12: Update the new value of β using any reduction formulation (e.g. Eq. (17)).
13: Calculate the fitness value of each solution and find the target solution XTarget(t + 1) and the

target weight W Target(t + 1).
14: Until (stop condition=false)
15: Post process results and visualization.

3. The proposed contrast enhancement mathematical model

In order to improve the image quality, the effective measure of enhancement EME is used. It is
obtained by splitting the image U k1k2 blocks wk,l(i, j) of sizes l1l2, using the following equation

EME(U) =
1

k1k2

k1∑

l=1

k2∑

k=1

20 log
uwmax;k,l

uwmin;k,l

. (23)

Where uwmax;k,l and uwmin;k,l are respectively maximum and minimum values of the image U inside the
block wk,l. A higher value of EME indicates that the image is enhanced very well.

At this stage of our study, we are going to proceed to the hybridization between both methods,
Modified Divide-and-Conquer and NNA algorithms.

Algorithm 3 Pseudo code of Neural Network Algorithm (NNA)

1: Initialization:
a) Input: Observed image U , complete filters {hi}4i=1.
b) Generate observed subspaces {Hi}4i=1 via (3).

c) Obtain enhanced subspaces
{
U iGS

}4
i=1

via (1).
d) Generate randomly by using the uniform low, N individuals: [W 1,W 2, . . . ,WN ], where
W j = (wj1, w

j
2, w

j
3, w

j
4) represent the balancing weights in Modified Divide-and-Conquer Algorithm

(MDCA).
2: Application of MDC Algorithm:

a) For each individual W j = (wj1, w
j
2, w

j
3, w

j
4), obtain a new image U jdc =

∑4
i=1 w

j
iU

i
GS using

Algorithm1.
b) Calculate the cost function generated by the EME (23): J(W j) = 1

1+(EME(Uj
dc
))2
.

3: Application of Neural-Network Algorithm:
a) Optimize the cost function J using Neural-Network Algorithm (NNA) (see Algorithm2) to
obtain w∗

i .
b) Output the final image: U∗ =

∑4
i=1 w

∗
iU

i
GS.
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Remark 1. The choice of the meta-heuristic method Neural-Network is justified since the function
to minimize denoted by J is not differentiable.

4. Results and discussion

In this section, all experimental simulations are performed in Matlab R2018 on a Dell Precision Tower
7910 Workstation with a processor: Intel R© Xeon R© Processor E5 v4 Family with number E5-2603V4.
This machine is characterized by its sturdiness in the professional field and trimmed for best perfor-
mance. The software application was written by the authors using the Matlab programming language.
Here, different test images that are poorly contrasted (see Figures 3a, 4a and 5a) are considered. The
contrast enhancement results of the different methods on these images, are shown. In Figures 3b, 4b
and 5b, the resulting images obtained by Gray–Scott model, are presented. Figures 3c, 4c and 5c
represent the different images enhanced using the classical Divide-and-Conquer technique. Finally,
the enhanced images using the proposed hybridization of Divide-and-Conquer together with Neural
Network algorithm (DCNNA), are given in Figures 3d , 4d and 5d . In order to evaluate the result of
the enhancement, the effective measure of enhancement EME of the enhanced images, is determined.

a (Initial image with EME(4, 4) = 9.3785) b (Image obtained by GS model with
EME(4, 4) = 25.0329)

c (Image obtained by DC with EME(4, 4) = 29.9845
and W = [0.7, 0.2, 0.3, 0.5])

d (Image obtained by DC-NNA hybridization
with EME(4, 4) = 38.9887 and
Woptimal = [1.5, 0.2, 1.5, 0.2])

Fig. 3. Numerical results for the brain image.

For the brain, the retina and tumor images, we calculate the EME of the initial images and compared
it to the one obtained by Gray–Scott model (GS), the classical Divide-and-Conquer technique (DC)
and the proposed hybridization method using Divide-and-Conquer and Neural Network algorithm
(DCNNA). By applying the proposed method on the different images, one can remark that the obtained
results are very satisfactory more than those obtained by Gray–Scott model and classical Divide-and-
Conquer Strategy. The proposed method has always a high value of EME than GS and classical DC,
which explains the good quality of the image enhanced using the DCNNA.
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a (Initial image with EME(4, 4) = 8.00) b (Image obtained by GS model with
EME(4, 4) = 34.0995)

c (Image obtained by DC with EME(4, 4) = 33.2930
and W = [0.7, 0.2, 0.3, 0.5])

d (Image obtained by DC-NNA hybridization
with EME(4, 4) = 41.2 and

Woptimal = [0.8, 0.85, 0.82, 0.86])

Fig. 4. Numerical results for the retina image.

a (Initial image with EME(4, 4) = 4.4371) b (Image obtained by GS model with
EME(4, 4) = 10.9224)

c (Image obtained by DC with EME(4, 4) = 16.7671
and W = [0.7, 0.2, 0.3, 0.5])

d (Image obtained by DC-NNA hybridization
with EME(4, 4) = 28.7466 and
Woptimal = [1.5, 0.2, 1.5, 0.3])

Fig. 5. Numerical results for the Tumor image.
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5. Conclusion

The numerical obtained results showed that the proposed method has consistently a high value of
effective measure of enhancement EME, compared to the classical Gray-Scott system, and the classical
Divide-and-Conquer technique, which explains the good quality of the enhanced image obtained by
the hybrid method.

The primary focus of future work is to use other meta-heuristic algorithms rather than Neural
Network Algorithm, and evaluate its performance against other algorithms, such as ABC (Artificial
Bee Colony), HS (Harmony Search), CSA (Crow Search Algorithm), BOA (Butterfly Optimization
Algorithm), SSA (Salp Swarm Optimization), and finally FPA (Flower Pollination Algorithm).

The second primary objective is blurred image processing through the introduction of a partial
differential equation, using image restoration and contrast enhancement.
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Гiбридизацiя технiки “роздiляй i володарюй” i алгоритму
нейронної мережi для покращення контрастностi

медичних зображень

Акель Ф.1, Алаа К.2, Алаа Н. Е.3, Атунтi М.2

1Лабораторiя комп’ютерiв, мереж, мобiльностi та моделювання (IR2M),
Факультет наук i технiки, Перший унiверситет iменi Хасана в Сеттатi,

B.P. 577, Сеттат 26000, Марокко
2Лабораторiя MASI, Багатопрофiльний факультет Надора,

Унiверситет Мохаммеда Першого,
Selouane-Nador 62702, Morocco

3Лабораторiя LAMAI, Факультет наук i технологiй,
Унiверситет Кадi Айяд,
40000 Marrakesh, Morroco

Метою даної роботи є запропонувати новий метод оптимального контрастного поси-
лення медичного зображення. Основна iдея полягає в удосконаленнi методу “роздiляй
i володарюй” для посилення контрасту та видiлення iнформацiї та деталей зображен-
ня на основi нової концепцiї алгоритму нейронної мережi. Технiка “роздiляй i волода-
рюй” є вiдповiдним методом для посилення контрасту з ефективнiстю, яка безпосе-
редньо залежить вiд вибору вагових коефiцiєнтiв у пiдпросторах розкладання. Для
оптимального вибору вагових коефiцiєнтiв було використано новий гiбридний алго-
ритм з урахуванням оптимiзацiї мiри покращення (EME). Щоб оцiнити ефективнiсть
запропонованої моделi, були представленi експериментальнi результати, якi показу-
ють, що запропонована гiбридна технiка є надiйно ефективною та створює чiткi та
висококонтрастнi зображення.

Ключовi слова: медичнi зображення, пiдвищення контрастностi, технiка “роздi-
ляй i володарюй”, алгоритм нейронної мережi, алгоритм оптимiзацiї, математич-
на модель Грея–Скотта.
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