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Machine learning algorithms play an important role in analyzing complex data in research
across various fields. In this paper, we employ multiple regression algorithms and statistical
techniques to investigate the relationship between objective and subjective quality of life
indicators and reveal the key factors affecting happiness at the international level based
on data from the Human Development Index and the World Happiness Index covering
the period from 2015 to 2021. The Pearson correlation analysis showed that happiness is
related to the HDI score and GNI per capita. The best-performing model for forecasting
happiness was the random forest regression, with a R2 score of 0.93667, a mean squared
error of 0.0033048, and a root mean squared error of 0.05748, followed by the XGBoost
regression and the Decision Tree regression, respectively. These models indicated that
GNI per capita is the most significant feature in predicting happiness.
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1. Introduction

Machine learning algorithms have gained widespread use in addressing social science issues [1,2]. The
advancement of modern society has led to the emergence of new concepts such as quality of life, which
can benefit from the application of artificial intelligence models. These models can be used to analyze
and understand the complex factors that contribute to QoL indicators, and can help in the development
of policies and interventions aimed at improving wellbeing.

The World Health Organization defines quality of life as an individual’s evaluation of their life
situation within the cultural and value systems they exist in and in relation to their aspirations,
norms, expectations, and worries [3]. This concept can be measured through both objective and
subjective indicators, additionally, the latter are used more frequently [4]. Objective indicators include
factors such as economy, health, education, and housing, while subjective indicators encompass personal
experiences such as satisfaction and happiness in addition to people’s perceptions of their health, life,
and standard of living. Both objective and subjective indicators employ different data sources, each
with its own set of advantages and limitations.

In this work, we aim to investigate the relationship between objective and subjective measures
of QoL. In this context, the assessment of subjective wellbeing is based mainly on survey responses
concerning the levels of satisfaction with standards of living. Therefore, we collected data from the
World Happiness Report (WHR), which is published annually by the United Nations (UN), ranks
nations according to their level of happiness based on global survey data from the Gallup World Poll
(GWP) [5]. In our work, we consider the WHI’s happiness score as a subjective wellbeing indicator. On
the other hand, in order to examine objective indicators of well-being at the national level, we utilized
the Human Development Index (HDI), which is produced by the UN in its Human Development
Report. The HDI is based on three aspects of human development: a long and healthy life, knowledge,
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and a decent standard of living [6]. The normalized indices for each of three dimensions’ geometric
means make up the HDI. The life expectancy at birth is used to evaluate the health dimension, while
the mean number of years spent in school for persons 25 years of age and older and the anticipated
number of years spent in school for young children are used to evaluate the knowledge dimension. GNI
per capita is used to quantify the standard of living dimension [7, 8]. The remainder of this article
is structured as follows: in the next section, we present related works to our issue, and in the third
section, we present our methodology, including information about the datasets, statistical tools, and
machine learning algorithms used. In the fourth section, we present and discuss the findings of our
study. Finally, we provide conclusions and future research avenues.

2. Related work

In this section, we provide an overview of the research that has been conducted utilizing machine
learning and statistical methods to study various country-level indicators of life quality, including the
World Happiness Index and the Human Development Index. We present these works in chronological
order.

The research [9] examines both physical and mental needs, including education, as factors that
impact a nation’s overall happiness. Over 90 features have been identified as predictors of a country’s
happiness. Due to the high number of features, manual analysis is not feasible; thus, support vector
machines (SVM) and the information gain dimensionality reduction technique are used to predict
happiness. Additionally, the SVM model achieved an accuracy of almost 90%. Data from 187 countries,
sourced from the UN Development Project, is used to identify factors that need improvement to
increase citizens’ happiness. The study [10] examines the HDI and its components alongside the World
Happiness Index in India and its neighboring South Asian nations. This work employed Pearson
correlation to investigate the relationship between human development and happiness. Their results
demonstrated a negative correlation, implying that happiness must be considered within the context
of a particular cultural context. In [11], researchers used the Myers–Briggs personality type theory
to analyze numerous national indicators, including the HDI, GDP per capita, and democracy index.
Predictive models were built for each of the studied QoL indicators using four classification algorithms:
Naive Bayes (NB), Multi-Layer Perceptron (MLP), SVM, and RF, and the best accuracy achieved
was 72.8%. In [12], researchers analyzed the WHI using regression analysis and correlation to study
calculation issues related to this index based on seven components of this global indicator for 156
countries collected from the 2016 WHR. The research [13] developed a happiness prediction model
using machine learning algorithms such as NB, K-nearest neighbor (KNN), MLP, and Decision Tree
(DT), based on survey data collected from employees of the Ministry of Public Health in Thailand.
The study employs techniques to address imbalanced data and achieves an overall prediction accuracy
of 88.19% using DT. While the work [14] focused on using the World Happiness Report 2020 dataset
to analyze the happiness index in Southeast Asia, the research employed exploratory data analysis
(EDA) techniques to explore, analyze, and visualize the data. The results of the EDA are used to
provide insights and recommendations for further data science processes in order to build data models.
Researchers in [15] applied predictive modeling and Bayesian networks to model historical happiness
index data of the WHR from 156 nations using multiple artificial intelligence algorithms, including
general regression neural networks (GRNN), deep neural networks, RF, XGBoost, DT, ordinary least
squares (OLS), and ridge regression, for prediction. The GRNN model achieved the best R-squared
of 0.88, MAE of 0.29, and MSE of 0.15. The study also analyzed causal links among key factors
impacting world happiness to provide useful information for policymaking. Additionally, [16] used
regression analysis and correlation to investigate data from 150 countries on four indicators, including
the World Happiness Index. The authors of [17] employed a variety of machine learning methods,
including the Least Absolute Shrinkage and Selection Operator (LASSO), Multiple Linear Regression
(MLR), Support Vector Regression (SVR), Random Forests (RF), XGBoost, AdaBoost, and MLP, to
forecast the WHI over data from the United Nations Sustainable Development Solutions Network (UN-
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SDSN). The LASSO regressor was the best-performing model, with a R squared of 0.8954 and a RMSE
of 0.0656. While the work [18] studied the relationship between global latitude and QoL measurements
of the HDI and WHI using regression analysis and correlation. The authors of [19], combined two
datasets, namely the happiness report dataset and the COVID-19 dataset, which comprises confirmed
cases in multiple countries, to employ multiple machine learning algorithms, including linear regression,
KNN, NB, SVM, and logistics regression. And in [20], authors conducted a study on WHR data to
identify predictors of the WHI’s happiness score using its other dimensions and used a variety of
algorithms, which are: MLP, RF, One Rule, and XGBoost. The RF model achieved the best accuracy
of 92.4%.

This literature review shows that RF, MLP, and SVM/SVR are the most commonly utilized algo-
rithms for studying the WHI and HDI, in addition to NB and XGBoost. These algorithms are used to
build predictive classification and regression models to satisfy a variety of research goals. Regression
analysis, correlation techniques, and EDA are also frequently used in these studies for analysis.

In our research, we utilize exploratory data analysis and statistical techniques, such as Pearson
correlation and principal component analysis, to examine the associations within our data. Addition-
ally, we utilize machine learning methods to further investigate the effect of objective factors on the
happiness score of the World Happiness Index.

3. Research methodology

The current study aims to study the relationships between various wellbeing indicators and their po-
tential impact on happiness. A comprehensive analysis of the data is conducted using both statistical
techniques and machine learning algorithms to identify human development indicators that are key
predictors of happiness as measured by the World Happiness Index. Figure 1 illustrates the key pro-
cedures involved in the experiment. It provides a visual representation of the different stages of the
experiment, starting with the preparation of the data, followed by the actual experimental process,
and finally the analysis of the results. The figure depicts the process of the experiment and its various
steps, facilitating easy comprehension of the experiment’s methodology.

3.1. Data collection

This study is based on a thorough examination of two datasets: the first, the Human Development
Index measures [21], procured from the Data Center for the Human Development Report. This dataset
encompasses a variety of indicators, including: the HDI scores, GNI per capita, inequality in income,
the gender development index, the gender inequality index, life expectancy at birth, expected years
of schooling, mean years of schooling, inequality in education, the inequality-adjusted HDI, inequal-
ity in life expectancy, the maternal mortality ratio, the adolescent birth rate, male and female labor
force participation rates, the planetary pressures-adjusted HDI, carbon dioxide emissions per capita,
and material footprint per capita. Additionally, this study also includes data from The World Happi-
ness Report [5], which ranks countries based on six features: GDP per capita, freedom, social support,
government corruption, life expectancy, and generosity. These datasets provide a comprehensive under-
standing of the subject matter being examined and serve as the foundation for the research conducted
in this study.

3.2. Data preparation

As our goal is to explore correlations between attributes rather than the well-being of particular
countries, we merged the data and eliminated any null values. This led to data pertaining to 119 nations
for the seven-year interval spanning from 2015 to 2021. Afterwards, the features were standardized
using the Standard Scaler technique, which is a procedure employed to normalize numerical data
through the elimination of the mean and transformation to unit variance [22, 23]. Standardizing data
can be useful for many algorithms that work better with normally distributed data and can also be
required for improving the performance of some algorithms that are sensitive to the scale of the input
features.
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Fig. 1. Steps of the proposed experimentation.

3.3. Descriptive and statistical analysis

A comprehensive descriptive and statistical analysis is performed to examine the distribution and
variation of the overall HDI and the happiness score of the World Happiness Index. To accomplish
this, two types of charts were utilized: a line chart to investigate the temporal relationship between the
measures and a scatter plot to analyze the distribution of these measures across geographical regions.
Additionally, to carry out statistical analysis, we utilized Pearson correlation and principal component
analysis. These methods were employed to uncover any inter-relationships and patterns within the
data, providing further insights and understanding into the distribution of the data.

3.4. Model building, evaluation, and results analysis

In the subsequent phase of the study, a variety of regression algorithms are employed on the data
to determine the most significant indicators of the HDI as predictors of happiness. The algorithms
utilized include RF regression, XGBoost regression, DT regression, LASSO regression, ridge regression,
SVR, polynomial regression, linear regression, and MLP Regression. These models were subsequently
evaluated utilizing four performance metrics: R-squared, mean absolute error (MAE), mean squared
error (MSE), and root mean squared error (RMSE). The proposed models are then analyzed and
interpreted to identify the crucial predictors of happiness based on the built-in feature importance and
permutation feature importance of the top three models with optimal performance.

4. Experiment and results

4.1. Exploratory data analysis

In order to extract valuable information from the data, we employed the programming language Python
during the initial stages of data cleansing and preparation. Subsequently, the cleaned data was then
input into Tableau in order to analyze and visualize our data. Our primary focus of study was centered
around the HDI and WHI scores, as depicted in Figure 2, which illustrates the distribution of these
scores by region.
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Upon conducting our analysis, we observed a linear distribution of the HDI and WHI scores,
which confirms the existence of a relationship between these two measures. Furthermore, we noted
a correlation between the wellbeing of countries belonging to specific geographical regions. As an
example, countries located in Western Europe consistently ranked at the top of both measures, while
nations situated in the sub-Saharan region recorded the lowest scores. This highlights the significance
of geographic location in determining the overall wellbeing of a country. The cultural contexts are
important perspectives to evaluate happiness [10], which correlates with the projection of QoL scores
by geographical regions as we present below.
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Fig. 2. Scatter plot of WHI and HDI by region.
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Fig. 3. Line chart of median values of HDI and WHI by year.

The line chart presented in Fig-
ure 3 displays the median values of
the HDI and the WHI scores, rep-
resented by years. The chart illus-
trates the change in median values
over time, allowing for an analysis
of the trend and patterns of these
indices. The line chart is a use-
ful tool for comparing the relative
scores of the indexes and identify-
ing any significant changes or fluc-
tuations in the median values. The

chart is also useful in identifying and determining any correlation or relationship between two indices.
This figure illustrates that prior to the year 2019, the fluctuations of the HDI and WHI scores

were relatively similar. However, after this year, we observed a deviation in the trend where the yearly
median HDI scores decreased while the WHI scores continued to increase. This discrepancy in the trend
between these two indexes may be indicative of a shift in the factors that impact them. The COVID-19
pandemic is likely to be the underlying cause of the observed decline in the mean HDI scores in the year
2020. However, it appears that the pandemic did not have a significant impact on the WHI scores,
which continued to rise. According to the World Happiness Report 2020, the increase in wellbeing
scores in the Nordic countries, for instance, is attributed to the social and environmental dimensions.
One of the key determinants of wellbeing in these countries, especially during the pandemic, is the
level of trust at both institutional and personal levels [24]. This highlights the importance of social
factors in determining the overall wellbeing of a country, especially during the pandemic.
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4.2. Correlation analysis and principal component analysis

Upon conducting the exploratory descriptive analysis, the next step in this study is to perform a
statistical analysis to identify the features that significantly influence our data. To accomplish this
task, we used Pearson correlation and principal component analysis methods.

The correlation between two data points X and Y is quantified by the degree of linear relationship
between their respective attributes. The Pearson Correlation is a metric that ranges from −1 to +1,
representing a perfect negative and positive correlation, respectively. A value of zero indicates the
absence of correlation between the studied variables [25].

We employ Pearson correlation to investigate the relationship between the various dimensions
of QoL of both the HDI and WHI indicators and their sub-indicators. As depicted in Figure 4, a
substantial portion of the WHI indicators displayed a strong correlation with a majority of the HDI
indicators, particularly the GDP per capita, the happiness score, life expectancy, and social support.

The happiness score exhibited a positive correlation with the HDI score, the inequality-adjusted
HDI, and GNI per capita, and displayed a negative correlation with the Gender Inequality Index,
inequality in life expectancy, and inequality in education. Additionally, the HDI score displayed a
significant positive correlation with GDP per capita, life expectancy, and the happiness score. The
correlation between the WHI rank and both the happiness and HDI scores is negative; this is due to
the fact that countries with the highest QoL scores have the lowest ranking values (top values).

Fig. 4. Pearson correlation between WHI and HDI indicators.
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Fig. 5. The scree plot of principal components by
cumulative explained variance.

Principal component analysis (PCA) is a statis-
tical method used to simplify large datasets by re-
ducing their dimensionality while retaining impor-
tant information. This is achieved by creating new,
uncorrelated variables that optimize the variance in
the data [26]. However, in our work, we are inter-
ested in its explained variance, which represents the
extent to which the variation in our dataset can be
statistically explained by each of the principal com-
ponents. We use it as a metric to select the principal
components that are most relevant to our analysis.
As depicted in Figure 5, it can be observed that the
top three components account for more than 80% of
the total variance. Consequently, it was deemed appropriate to retain these three components for fur-
ther analysis in the subsequent steps. These components are considered to be of significant importance
and relevance to our analysis and will be used to identify the crucial factors that exert the greatest
influence on our data.
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Fig. 6. Pearson correlation of selected principal components with HDI
indicators and WHI happiness score.

Figure 6 illustrates the cor-
relation between three selected
principal components, the HDI
indicators, and the WHI’s hap-
piness score. It is noteworthy
that PCA is a technique that
eliminates collinearity; thus, five
components in this figure do
not display any correlations with
one another.

Furthermore, the chosen com-
ponents contain the most signif-
icant information, with the first
component in particular con-
taining nearly 75% of the accu-
mulated explained variance. It
can be observed that this com-
ponent exhibits the strongest
positive correlation with the

Gender Inequality Index, inequality in life expectancy, and inequality in education, and the strongest
negative correlation with the inequality adjusted HDI, the HDI score, mean years of schooling, and life
expectancy at birth. Further, the second component demonstrates a correlation with the labor force
participation indicators and gender development index, while the other components have no significant
correlations with the features.

4.3. Model building

Regression analysis is a widely-used statistical method that allows for the quantification of the degree
of association between variables and the estimation of the impact of one variable on another [27]. In
this study, our objective is to conduct a regression analysis to investigate the relationship between
the subjective measurement of wellbeing, represented by the WHI happiness score, and the objective
indicators of the HDI. The goal of this analysis is to determine the extent to which the HDI’s metrics
are associated with the happiness score and to estimate the impact of the objective metrics on a
subjective measurement of wellbeing. This analysis will provide valuable insights for policy goals and
help to understand how different aspects of human development are related to overall happiness and
well-being.

Used algorithms. After conducting the review of literature, as we presented in the related work
section, it was determined that certain algorithms are commonly employed for the examination of well-
being indicators on an international level. In light of this, the identified algorithms were implemented
in conjunction with additional algorithms in order to build predictive regression models, evaluate their
respective performances, and determine the most effective ones. In this study, a diversity of regression
models are proposed, which are:

1. Linear Regression: A method that endeavors to establish a linear relationship between two variables
by applying a linear equation [28].

2. LASSO Regression: An algorithm that determines the linear association between input data and
targets so that correlated features are excluded during model building to improve the model and
prevent overfitting [29].

3. Ridge Regression: a method of linear regression that incorporates the L2 regularization aiming is
to minimize both the sum of squared residuals and the L2 norm of the coefficients, resulting in
their shrinking towards zero. This serves to counteract overfitting and improve the model’s ability
to be applied to new data [30, 31].
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4. Polynomial Regression: The method of polynomial regression serves as a comprehensive approach
for building upon the linear regression technique in order to effectively fit curved lines to the
response data [32]. In this work, we use the second-degree polynomial regression.

5. SVR: It is a regression algorithm that employs the same principle as SVM. It calculates a linear re-
gression function within a high-dimensional feature space, where input data is transformed through
a nonlinear function [33].

6. XGBoost regression: XGBoost is a boosting model designed for ensemble learning that endeavors
to attain exceptional performance through the utilization of weak classifiers, specifically decision
trees, in its prediction tasks [34].

7. Decision Tree Regression: It is a supervised algorithm applied to solve multiple regression problems.
The regression trees approximate an unknown regression function using a tree-based method, with
a sample dataset as input. The models generated include a hierarchy of logical conditions based
on the predictor variables. The final nodes, referred to as “leaves”, hold the numerical predictions
for the target variable [35].

8. Random Forest Regression (RFR): it is an algorithm that generates predictions by aggregating the
outcomes of a sequence of regression decision trees [36].

9. MLP Regression: a type of neural network composed of three essential layers: the input layer,
which receives the data; the output layer, accountable for executing the prediction task; and one
or multiple hidden layers serving as the central computational component of the MLP [37].

Performance metrics. To assess the efficacy of regression models, two aspects must be studied:
the error and the goodness of fit [38]. In our work, we use three metrics for assessing error, namely
mean absolute error, root mean squared error, and mean squared error, in conjunction with the R
squared coefficient of determination.

4.4. Results

Performance evaluation. The results of our experiment are outlined in the table below. Our analysis
reveals that the Random Forest Regressor algorithm exhibits the highest level of performance among
the algorithms utilized, as evidenced by its R2 score of 0.93667, MSE of 0.0033048, and RMSE of
0.05748. It is worth noting that the XGBoost regressor also displayed comparable results to the RFR
and even outperformed it in terms of the MAE, which was recorded at 0.0377065. Lastly, the decision
tree regression algorithm placed third in the table, with an R2 score surpassing 0.90. These three
models will be used for further analysis in the next section.

Table 1. Comparative table of the proposed regression models.

Model
Performance

MAE MSE RMSE R2 Score
Random Forest Regression 0.0401992 0.0033048 0.05748 0.93667
XGBoost regression 0.0377065 0.0035850 0.05987 0.931300
DT Regression 0.0466717 0.0050338 0.07095 0.903538
Ridge Regression 0.0562938 0.0062312 0.07893 0.880591
SVR 0.0586839 0.0064068 0.08004 0.877227
Polynomial Regression 0.0786452 0.0115333 0.10739 0.77899
Lasso Regression 0.0881330 0.0123623 0.11118 0.763103
Linear Regression 0.0940887 0.0132159 0.11496 0.746746
MLP regression 0.0950311 0.0134265 0.11587 0.742710

Feature importance of the best performing models. There are several techniques for deter-
mining the importance of features within a dataset, and the most suitable technique depends on the
context and nature of the data. In the current study, we use the default feature importance attribute
of three top-performing models in conjunction with the technique of permutation importance.

The feature importance attribute produces an array of values that signify the significance of each
feature within the dataset. These values are computed through techniques specific to the model, such
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as the mean decrease impurity method for decision trees or the mean decrease accuracy method for
random forests [39, 40]. In the case of XGBoost, the importance score is determined by averaging the
gain across all splits that include the feature, where gain is a measure of the feature’s contribution to
reducing the loss function. Higher values of gain correspond to more important features [41].

Table 2 presents the outcome of the examination, wherein the highest score among the utilized
features is for GNI per capita across all the examined models, with a score of 0.776 for the decision
tree regressor, 0.710 for the random forest regressor, and 0.645 for the XGBoost regressor. The other
features obtained relatively low scores in comparison to the top-ranking feature and were ranked
differently for each model. The top five dimensions for the random forest regressor, in addition to
GNI per capita, are the HDI score, income inequality, gender inequality index, and maternal mortality
ratio. Conversely, for the XGBoost regression model, the maternal mortality ratio, the HDI score,
income inequality, and labor force participation rate are in the top five, in that order. Furthermore,
for the Decision Tree Regressor model, the labor force participation rate of males, income inequality,
and adolescent birth rate followed GNI per capita.

To analyze the results of our models, we have compiled the results of each feature from three
models. The overall total of the importance scores indicates that the highest-ranked factors include
GNI per capita, the ratio of maternal mortality, inequality in income, the HDI score, and the rate of
male participation in the labor force.

Table 2. The importance of each feature in relation to the three selected predictive models.

Features

Feature importance for each model
Random XGBoost Decision Total
Forests regressor Tree

regressor regressor
Gross National Income Per Capita 0.710 0.645 0.776 2.132
Maternal Mortality Ratio 0.023 0.074 0.001 0.097
Inequality in income 0.036 0.035 0.024 0.094
Human Development Index 0.039 0.042 0.004 0.085
Male labour force participation rate 0.021 0.026 0.033 0.080
Adolescent Birth Rate 0.019 0.024 0.024 0.067
Gender Inequality Index 0.027 0.016 0.017 0.059
Material footprint per capita 0.009 0.024 0.021 0.054
Inequality in life expectancy 0.013 0.016 0.020 0.050
Female labour force participation rate 0.016 0.011 0.016 0.042
Gender Development Index 0.012 0.010 0.015 0.037
Carbon dioxide emissions per capita 0.016 0.011 0.009 0.036
Inequality in eduation 0.009 0.012 0.012 0.033
Inequality-adjusted HDI 0.008 0.008 0.004 0.021
Expected Years of Schooling 0.009 0.007 0.004 0.020
Mean Years of Schooling 0.009 0.005 0.004 0.017
Life Expectancy at Birth 0.009 0.003 0.002 0.014
Planetary pressures-adjusted HDI 0.005 0.003 0.003 0.011

Permutation importance is a method for determining the significance of a feature in a predictive
model by evaluating the alteration in its accuracy when the values of that feature are randomly
permuted [42].

Table 3 shows the results of this measure, wherein the importance scores for each feature are
presented in accordance with the three models. Additionally, an overall total feature importance
measure is also provided. Upon examination of the overall measure scores, it can be deduced that the
GNI per capita is the most significant feature of the model, which aligns with the findings previously
presented in Table 2. The subsequent most important features are the HDI score, income inequality,
adolescent birth rate, and labor force participation rate.
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In conclusion, it was determined that the results obtained from the use of both techniques were
similar, with the exception of the maternal mortality ratio feature. The remaining features were
determined to be among the top five features, and it was determined that the feature of GNI per
capita had the most significant impact among the features that were studied.

Table 3. The permutation importance of for the three selected models.

Features

Feature permutation importance scores for each model
Random XGBoost Decision Total
Forests regressor Tree

regressor regressor
Gross National Income Per Capita 1.3714639 0.9783138 1.6581317 4.0079094
Human Development Index 0.0376951 0.1400567 0.0278490 0.2056008
Inequality in income 0.0574029 0.0259451 0.0963287 0.1796767
Adolescent Birth Rate 0.0175036 0.0577834 0.0856210 0.1609080
Male labour force participation rate 0.0201728 0.0356807 0.0802950 0.1361484
Female labour force participation rate 0.0236162 0.0332104 0.0645155 0.1213421
Gender Inequality Index 0.0318550 0.0245717 0.0559147 0.1123414
Gender Development Index 0.0131438 0.0048898 0.0939651 0.1119988
Inequality in life expectancy 0.0125592 0.0170812 0.0365263 0.0661668
Inequality in eduation 0.0139042 0.0258071 0.0180006 0.0577119
Carbon dioxide emissions per capita 0.0105202 0.0088934 0.0357508 0.0551643
Inequality-adjusted HDI 0.0116216 0.0078699 0.0262755 0.0457671
Material footprint per capita 0.0054602 0.0123214 0.0249009 0.0426825
Life Expectancy at Birth 0.0078995 0.0124033 0.0152358 0.0355385
Maternal Mortality Ratio 0.0081633 0.0256182 0.0016141 0.0353956
Mean Years of Schooling 0.0089043 0.0119298 0.0036324 0.0244665
Expected Years of Schooling 0.0084232 0.0073736 0.0085562 0.0243530
Planetary pressures-adjusted HDI 0.0023403 -0.0004786 0.0063412 0.0082029

5. Conclusion

In this article, we delved deeper into the correlation between various indicators of well-being at the
country level. Through our analysis of the relationship between indicators from the World Happiness
Index and the Human Development Index, we sought to understand the key factors that are significant
in determining happiness.

The results, obtained through the use of Pearson correlation analysis, identified a strong correlation
between the overall measures of the HDI and the happiness score. This indicates that countries with
higher HDI scores tend to have higher levels of happiness as well. Furthermore, through the use of PCA,
we found that the first component correlated with a variety of indicators. In addition, our correlation
analysis also revealed that multiple indicators explained a high variance and therefore contained more
information about the concept of well-being. This highlights the complexity of measuring well-being
and the importance of considering multiple indicators to gain a comprehensive understanding.

Our regression models further demonstrated that gross national income per capita, the HDI, in-
equality in income, and the male labor force participation rate were significant predictors of happiness,
which shows that at least three of the top five features represent economic dimensions. This con-
firms the results of the Pearson correlation and highlights the importance of economic indicators in
determining levels of happiness.

In future research, we plan to expand our study to include more indicators of well-being and further
investigate their relationships, particularly with regard to other economic aspects of well-being and
their impact on happiness. This will allow us to gain a more comprehensive understanding of the
determinants of well-being and inform policy-making aimed at promoting happiness and well-being.
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Машинне навчання для аналiзу якостi життя за допомогою
свiтового iндексу щастя та iндикаторiв людського розвитку

Джананi А., Сейл I., Бенаббу Ф.

Лабораторiя iнформацiйних технологiй та моделювання,
Факультет наук Бен М’Сiк, Унiверситет Хасана II Касабланки,

Касабланка, Марокко

Алгоритми машинного навчання вiдiграють важливу роль в аналiзi складних да-
них у дослiдженнях у рiзних сферах. У цiй статтi використовуються алгоритми мно-
жинної регресiї та статистичнi методи для дослiдження зв’язку мiж об’єктивними
та суб’єктивними показниками якостi життя та виявлення ключових факторiв, що
впливають на щастя на мiжнародному рiвнi на основi даних iндексу людського роз-
витку та Свiтового iндексу щастя, що охоплюють перiод з 2015 по 2021 рiк. Кореля-
цiйний аналiз Пiрсона показав, що щастя пов’язане з показником iндексу людського
розвитку та валовим нацiональним доходом на душу населення. Найефективнiшою
моделлю для прогнозування щастя була випадкова лiсова регресiя з показником R2
0.93667, середньоквадратичною помилкою 0.0033048 i середньоквадратичним значен-
ням 0.05748, за якою йшли регресiя XGBoost i регресiя дерева рiшень вiдповiдно. Цi
моделi показали, що валовий нацiональний дохiд на душу населення є найважливi-
шою характеристикою для прогнозування щастя.

Ключовi слова: машинне навчання; показники якостi життя; регресiя випадко-
вого лiсу; регресiя XGBoost; регресiя дерева рiшень; статистичний аналiз.
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